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Preface

The publication of this book is in large part due to the role of Canada's International Development Research Center (IDRC) in encouraging policy-relevant research in the fields of poverty and equity. The book has in particular benefitted much from IDRC's support of two significant ventures, the Micro Impacts of Macro Economic and Adjustment Programs (MIMAP) and the Poverty and Economic Policy (PEP) international research network. We are most grateful to the IDRC for their continued and inspiring dedication, professionalism and vision in the field of development research. The Secrétariat d'appui institutionnel à la recherche économique en Afrique (SISERA), the World Bank Institute and the African Economic Research Consortium (AERC) have also partially supported...
to the production of this book. The fundamental research was further financed by grants from the Social Sciences and Humanities Research Council of Canada (SSHRC) and from the Fonds Québécois de Recherche sur la Société et la Culture (FQRSC) of the Province of Québec.

This book is mostly targeted to senior undergraduate and graduate students in economics as well as to researchers and analytical policy makers. More generally, it is intended for social scientists and statisticians. Some of its content can also be instructive to less specialized readers, such as those in the general public wishing to introduce themselves to the challenges posed and the insights generated by distributive analysis.

The book covers a relatively wide range of material. Part I deals with some of the conceptual, methodological and empirical issues and difficulties that arise in the assessment of well-being and poverty. Part II presents a number of measures on poverty, inequality, social welfare, and vertical and horizontal equity. Part III considers some of the methods that can establish whether a distribution of well-being or a policy "dominates" another in terms of some generally-defined ethical criteria. Part IV develops tools that can be used to understand and predict how targeting, price changes, growth and fiscal policy can affect poverty and equity. Part V introduces some of the statistical techniques that can help depict the distribution of living standards and help protect against the presence of sampling errors in making poverty and equity comparisons. Part V also introduces DAD and shows how that software can be used to apply the book's measurement and statistical techniques to micro data. Part VI contains a number of exercises (with illustrative datasets) that can be used to learn to implement some of the measurement and statistical techniques described in the book.

We certainly cannot pretend the book to be a comprehensive survey of the methods used to analyze poverty and equity. There is an obvious tendency for an author's exposition of a subject to be biased in favor of the work he knows best—and thus in favor of the work most closely related to his own work. This book is a clear example of this bias. One advantage of such a bias, however, is that it tends to unify the exposition. Such a unification, we have tried to enforce as much as we could throughout the various parts of the book. This helped present in a single text a unified treatment of distributive analysis from a conceptual, methodological, policy, statistical and practical point of view.

Most of the book's footnotes refer to applications programmed in DAD. These footnotes can thus guide the reader to where to go in DAD to test and implement many of the measurement and statistical tools exposed in the book. In the margins appear the exercise numbers which can be used to learn more about the book's tools. Most of these exercises involve the use of DAD. The solutions to the exercises can be found on DAD's official web page, www.mimap.ecn.ulaval.ca.

The illustrative datasets used are briefly described at the end of the exercises. An index of the symbols used can be found starting on page 376. An author and a subject index are also provided at the end of the book.

To ease exposition within the main text, we endeavored to limit as much possible references to the literature, except when such references were clearly improving readability. Instead, each chapter is followed by a reference section in which the chapter's appropriate bibliographic references are mentioned and linked to each other.

This book and the accompanying software are certainly perfectible. I suppose it is the plight of all book writers to feel that their product is never satisfactorily finished. We hope to correct some of this version's shortcomings in future editions. For this, any comments on this first edition will be gratefully received.

I wish to thank my co-authors and former students, Sami Bibi, Philippe Grégoire, Vincent Jalbert, Paul Makdissi and Martin Tabi for their insights and dedication. I am also very grateful to my co-
authors on distributive analysis papers — Russell Davidson, Damien Échevin, Carl Fortin, Peter Lambert, Magda Mercader, David Sahn, Steve Younger and Quentin Wodon — for their friendship and fruitful collaboration. Work at Université Laval was made productive and particularly enjoyable by the encouragement of my colleagues — among whom Bernard Decaluwé and Bernard Fortin feature prominently as former heads of CRÉFA — and more generally by the support of the Department of Economics and CIRPÉE (formerly CRÉFA). My thanks also extend to MIMAP and PEP co-workers, **inter alia** Touhami Abdelkhalek, Louis-Marie Asselin, Dorothée Boccanfuso, John Cockburn, Anyck Dauphin, Yazid Dissou, Samuel Kaboré, Jean Bosco Ki, Marie-Claude Martin, Damien Mededji, Abena Oduro, Luc Savard, Randy Spence, and to the teams of IDRC and AERC administrators and researchers with whom we have had the pleasure and privilege to work in the last decade. They provided much of the motivation and inspiration for writing this book. I am also grateful to my co-author, Abdelkrim Araar, for the trust and dedication he put into building **DAD** and this book's material over the last years, despite the uncertainty that initially clouded the project. I finally wish to thank Bill Carman of IDRC and Marilea Polk Fried of Springer-Kluwer for their efforts in bringing the publication of this book to full completion.

JEAN-YVES DUCLOS

Developing the **DAD** software, conducting fundamental research in distributive analysis and assisting researchers in developed countries have been my main activities for the last several years. The expertise that I have acquired in distributive analysis is the result of the continued support that I have received from Jean-Yves Duclos, who was also the director of my Ph.D. thesis. I am also grateful to all the researchers with whom I have worked for their collaboration and assistance.

ARAAR ABDELKRIM
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**PART I**

**CONCEPTUAL AND METHODOLOGICAL ISSUES**

**This page intentionally left blank.**

**Chapter 1**

**WELL-BEING AND POVERTY**

The assessment of well-being for poverty analysis is traditionally characterized according to two main approaches, which, following Ravallion (1994), we will term the welfarist and the non-welfarist approaches. The first approach tends to concentrate in practice mainly on comparisons of "economic well-being", which we will also call "standard of living" or "income" (for short). As we will see, this approach has strong links with traditional economic theory, and it is also widely used by economists in the operations and research work of organizations such as the World Bank, the International Monetary Fund, and Ministries of Finance and Planning of both developed and developing countries.
The second approach has historically been advocated mainly by social scientists other than economists and partly in reaction to the first approach. This second approach has nevertheless also been recently and increasingly advocated by economists and non-economists alike as a multidimensional complement to the unidimensional standard of living approach.

1.1 The welfarist approach

The welfarist approach is strongly anchored in classical micro-economics, where, in the language of economics, "welfare" or "utility" are generally key in accounting for the behavior and the well-being of individuals. Classical microeconomics usually postulates that individuals are rational and that they can be presumed to be the best judges of the sort of life and activities which maximize their utility and happiness. Given their initial endowments (including time, land, and physical, financial and human capital), individuals make production and consumption choices using their set of preferences over bundles of consumption and production activities, and taking into account the available production technology and the consumer and producer prices that prevail in the economy.

Under these assumptions and constraints, a process of individual and rational free choice will maximize the individuals' utility; under additional assumptions (including that markets are competitive, that agents have perfect information, and that there are no externalities — assumptions that are thus restrictive), a society of individuals all acting independently under this freedom of choice process will also lead to an outcome known as Pareto-efficient, in that no one's utility could be further improved by government intervention without decreasing someone else's utility.

Underlying the welfarist approach to poverty, there is a premise that good note should be taken of the information revealed by individual behavior when it comes to assessing poverty. More precisely, the assessment of someone's well-being should be consistent with the ordering of preferences revealed by that person's free choices. For instance, a person could be observed to be poor by the total consumption or income standard of a poverty analyst. That same person could nevertheless be able (i.e., have the working capacity) to be non-poor. This could be revealed by the observation of a deliberate and free choice on the part of the individual to work and consume little, when the capability to work and consume more nevertheless exists. By choosing to spend little (possibly for the benefit of greater leisure), the person reveals that he is happier than if he worked and spent more. Although he could be considered poor by the standard of a (non-welfarist) poverty analyst, a comprehensive utility judgement would conclude that this person is not poor. As we will discuss later, this can have important implications for the design and the assessment of public policy.

A pure welfarist approach faces important practical problems. To be operational, pure welfarism requires the observation of sufficiently informative revealed preferences. For instance, for someone to be declared poor or not poor, it is not enough to know that person's current characteristics and income status: it must also be inferred from that person's actions whether he judges his utility status to be above a certain poverty utility level.

A related problem with the pure welfarist approach is the need to assess levels of utility or "psychic happiness". How are we to measure the actual pleasure derived from experiencing economic well-being? Moreover, it is highly problematic to attempt to compare that level of utility across individuals — it is well known that such a procedure poses serious ethical difficulties, preferences are heterogeneous, personal characteristics, needs and enjoyment abilities are diverse; households differ in size and composition, and prices vary across time and space. More generally, because economic well-being (in particular, utility) is typically seen as a subjective concept, most economists believe that interpersonal comparisons of economic well-being do not make much sense.

Supposing that these criticisms are resolved, the welfarist approach would classify as poor an individual who is materially well-off but not content, and as not poor an individual materially
deprived but nevertheless content. It is not clear that we should accept as ethically significant such individual feelings of utilities. Said differently, why should a difficult-to-satisfy rich person be judged less well-off than an easily-contented poor person? Or, in the words of Sen (1983), p. 160, why should a "grumbling rich" be judged "poorer" than a "contented peasant"?

Hence, welfarist comparisons of poverty almost invariably use imperfect but objectively observable proxies for utilities, such as income or consumption. The "working" definition of poverty for the welfarist approach is therefore a lack of command over commodities, measured by low income or consumption. These money-metric indicators are often adjusted for differences in needs, prices, and household sizes and compositions, but they clearly represent far-from-perfect indicators of utility and well-being. Indeed, economic theory tells us little about how to use consumption or income to make consistent interpersonal comparisons of well-being. Besides, the consumption and income proxies are rarely able to take full account of the role for well-being of public goods and non-market commodities, such as safety, liberty, peace, health. In principle, such commodities can be valued using reference or "shadow" prices. In practice, this is difficult to do accurately and consistently.

1.2 Non-welfarist approaches

1.2.1 Basic needs and functionings

There are two major non-welfarist approaches, the basic-needs approach and the capability approach. The first focuses on the need to attain some basic multidimensional outcomes that can be observed and monitored relatively easily. These outcomes are usually (explicitly or implicitly) linked with the concept of functionings, a concept largely developed in Amartya Sen's influential work:

Living may be seen as consisting of a set of interrelated 'functionings', consisting of beings and doings. A person's achievement in this respect can be seen as the vector of his or her functionings. The relevant functionings can vary from such elementary things as being adequately nourished, being in good health, avoiding escapable morbidity and premature mortality, etc., to more complex achievements such as being happy, having self-respect, taking part in the life of the community, and so on (Sen 1992, p.39).

In this view, functionings can be understood to be constitutive elements of well-being. One lives well if he enjoys a sufficiently large level of functionings. The functioning approach would generally not attempt to compress these multidimensional elements into a single dimension such as utility or happiness. Utility or happiness is viewed as a reductive aggregate of functionings, which are multidimensional in nature. The functioning approach usually focuses instead on the attainment of multiple specific and separate outcomes, such as the enjoyment of a particular type of commodity consumption, being healthy, literate, well-clothed, well-housed, socially empowered, etc.

The functioning approach is closely linked to the well-known basic needs approach, and the two are often difficult to distinguish in practice. Functionings, however, are not synonymous with basic needs. Basic needs can be understood as the physical inputs that are usually required for individuals to achieve functionings. Hence, basic needs are usually defined in terms of means rather than outcomes, for instance, as living in the proximity of providers of health care services (but not necessarily being in good health), as the number of years of achieved schooling (but not necessarily being literate), as living in a democracy (but not necessarily participating in the life of the community), and so on. In other words,

Basic needs may be interpreted in terms of minimum specified quantities of such things as food, shelter, water and sanitation that are necessary to prevent ill health, undernourishment and the like (Streeten, Burki, Ul Haq, Hicks, and Stewart 1981).

Unlike functionings, which can be commonly defined for all individuals, the specification of basic
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needs depends on the characteristics of individuals and of the societies in which they live. For instance, the basic commodities required for someone to be in good health and not to be undernourished will depend on the climate and on the physiological characteristics of individuals. Similarly, the clothes necessary for one not to feel ashamed will depend on the norms of the society in which he lives, and the means necessary to travel, on whether he is handicapped or not. Hence, although the fulfillment of basic needs is an important element in assessing whether someone has achieved some functionings, this assessment must also use information on one's characteristics and socio-economic environment. Human diversity is such that equality in the space of basic needs generally translates into inequality in the space in functionings.

Whether unidimensional or multidimensional in nature, most applications of both the welfarist and the non-welfarist approaches to poverty measurement do recognize the role of heterogeneity in characteristics and in socio-economic environments in achieving well-being. Streten, Burki, UI Haq, Hicks, and Stewart (1981) and others have nevertheless argued that the basic needs approach is less abstract than the welfarist approach in recognizing that role. Indeed, as mentioned above, assessing the fulfillment of basic needs can be seen as a useful practical and operational step towards appraising the achievement of the more abstract "functionings".

Clearly, however, there are important degrees in the multidimensional achievements of basic needs and functionings. For instance, what does it mean precisely to be "adequately nourished"? Which degree of nutritional adequacy is relevant for poverty assessment? Should the means needed for adequate nutritional functioning only allow for the simplest possible diet and for highest nutritional efficiency? These problems also crop up in the estimation of poverty lines in the welfarist approach. A multidimensional approach extends them to several dimensions.

In addition, how ought we to understand such functionings as the functioning of self-respect? The appropriate width and depth of the concept of basic needs and functionings is admittedly ambiguous, as there are degrees of functionings which make life enjoyable in addition to making it purely sustainable or satisfactory. Furthermore, could some of the dimensions be substitutes in the attainment of a given degree of well-being? That is, could it be that one could do with lower needs and functionings in some dimensions if he has high achievements in the other dimensions? Such possibilities of substitutability are generally ignored (and are indeed hard to specify precisely) in the multidimensional non-welfarist approaches.

1.2.2 Capabilities

A second alternative to the welfarist approach is called the capability approach, also pioneered and advocated in the last three decades by the work of Sen. The capability approach is defined by the capacity to achieve functionings, as defined above. In Sen (1992)'s words,

- the capability to function represents the various combinations of functionings (beings and doings) that the person can achieve. Capability is, thus, a set of vectors of functionings, reflecting the person's freedom to lead one type of life or another, (p.40)

What matters for the capability approach is the ability of an individual to function well in society; it is *not* the functionings actually achieved by the person *per se*. Having the capability to achieve "basic" functionings is the source of freedom to live well, and is thereby sufficient in the capability approach for one not to be poor or deprived.

The capability approach thus distances itself from achievements of specific outcomes or functionings. In this, it imparts considerable value to freedom of choice: a person will not be judged poor even if he chooses not to achieve some functionings, so long as he would be able to achieve them if he so chose. This distinction between outcomes and the capability to achieve these outcomes also recognizes the importance of preference diversity and individuality in determining functioning choices. It is, for instance, not everyone's wish to be well-clothed or to participate in society, even if the capability is
An interesting example of the distinction between fulfilment of basic needs, functioning achievement and capability is given in Townsend (1979)'s (Table 6.3) deprivation index. This deprivation index is built from answers to questions such as whether someone "has not had an afternoon or evening out for entertainment in the last two weeks", or "has not had a cooked breakfast most days of the week". It may be, however, that one chooses deliberately not to have time out for entertainment (he prefers to watch television), or that he chooses not to have a cooked breakfast (he does not want to spend the time to prepare it), although he does have the capacity to have both. That person therefore achieves the functioning of being entertained without meeting the basic need of going out once a fortnight, and he does have the capacity to achieve the functioning of having a cooked breakfast, although he chooses not to have one.

The difference between the capability and the functioning/basic needs approaches is in fact somewhat analogous to the difference between the use of income and consumption as indicators of living standards. Income shows the capability to consume, and "consumption functioning" can be understood as the outcome of the exercise of that capability. There is consumption only if a person chooses to enact his capacity to consume a given income. In the basic needs and functioning approach, deprivation comes from a lack of direct consumption or functioning experience; in the capability approach, poverty arises from the lack of incomes and capabilities, which are imperfectly related to the functionings actually achieved.

Although the capability set is multidimensional, it thus exhibits a parallel with the unidimensional income indicator, whose size determines the size of the "budget set":

Just as the so-called 'budget set' in the commodity space represents a person's freedom to buy commodity bundles, the 'capability set' in the functioning space reflects the person's freedom to choose from possible livings (Sen 1992, p. 40).

This shows further the fundamental distinction between the extents of freedoms and capabilities, the space of achievements, and the resources required to generate these freedoms and to attain these achievements.

### 1.3 A graphical illustration

To illustrate the relationships between the main approaches to assessing poverty, consider Figure 1.1. Figure 1.1, shows in four quadrants the links between income, consumption of two goods — transportation $T$ and clothing $C$ goods — and the functionings associated to the consumption of each of these two goods. The northeast quadrant shows a typical budget set for the two goods and for a budget constraint $Y_1$. The curve $U_1$ shows the utility indifference curve along which the consumer chooses his preferred commodity bundle, which is here located at point $A$.

The northwestern and the southeastern quadrants then transform the consumption of goods $T$ and $C$ into associated functionings $F_T$ and $F_C$. This is done through the functioning Transformation Curves $TC_T$ and $TC_C$, for transformation of consumption of $T$ and $C$ into transportation and clothing functionings, respectively. The curves $TC_T$ and $TC_C$ appear respectively in the northwest and the southeast quadrants respectively. These curves thus bring us from the northeastern space of commodities, $\{C, T\}$, into the southwestern space of functionings, $\{F_C, F_T\}$. Using these transformation functions, we can draw a budget constraint $S_1$ in the space of functionings using the traditional commodity budget constraint, $Y_1$. Since the consumer chooses point $A$ in the space of commodities, he enjoys B's combination of functionings. But all of the functionings within the constraint $S_1$ can also be attained by the consumer. The triangular area between the origin and the line...
SI thus represents the individual's capability set. It is the set of functionings which he is able to achieve.

Now assume that functioning thresholds of $z_C$ and $z_T$ must be exceeded (or must be potentially exceeded) for one not to be considered poor by non-well-being analysts. Given the transformation functions $TCT$ and $TCF$, a budget constraint $Y1$ makes the individual capable of not being poor in the functioning space. But this does not guarantee that the individual will choose a combination of functionings that will exceed $z_C$ and $z_T$: this also depends on the individual's preferences. At point $A$, the functionings achieved are above the minimum functioning thresholds fixed in each dimension. Other points within the capability set would also surpass the functioning thresholds: these points are shown in the shaded triangle to the northeast of point $B$. Since part of the capability set allows the individual to be non-poor in the space of functionings, the capability approach would also declare the individual not to be poor.

So would conclude, too, the functioning approach since the individual chooses functionings above $z_C$ and $z_T$. Such a concordance between the two approaches does not always prevail, however. To see this, consider Figure 1.2. The commodity budget set and the functioning Transformation Curves have not changed, so that the capability set has not changed either. But there has been a shift of preferences from $U1$ to $U2$, so that the individual now prefers point $D$ to point $A$, and also prefers to consume less clothing than before. This makes his preferences for functionings to be located at point $E$, thus failing to exceed the minimum clothing functioning $z_C$ required. Hence, the person would be considered non-poor by the capability approach, but poor by the functioning approach. Whether an individual with preferences $U2$ is really poorer than one with preferences $U1$ is debatable, of course, since the two have exactly the same "opportunity sets", that is, have access to exactly the same commodity and capability sets.

An important allowance in the capability approach is that two persons with the same commodity budget set can face different capability sets. This is illustrated in Figure 1.3, where the functioning Transformation Curve for transportation has shifted from $TCT$ to $TC_T'$. This may due to the presence of a handicap, which makes it more costly in transportation expenses to generate a given level of transportation functioning (disabled persons would need to expend more to go from one place to another). This shift of the $TCT$ curve moves the capability constraint to $SI'$ and thus contracts the capability set.

Figure 1.1.: Capabilities, achievements and consumption
With the handicap, there is no point within the new capability set that would surpass both functioning thresholds $z_C$ and $z_T$. Hence, the person is deemed poor by the capability approach and (necessarily so) by the functioning approach. Whether the welfarist approach would also declare the person to be poor would depend on whether it takes into account the differences in needs implied by the difference between the $TC_T$ and the $T'CU_T$ curves.

For the welfarist approach to be reasonably consistent with the functioning and capability approaches, it is thus essential to consider the role of transformation functions such as the $TC$ curves. If this is done, we may (in our simple illustration at least) assess a person's capability status either in the commodity or in the functioning space.

To see this, consider Figure 1.4. Figure 1.4 is the same as Figure 1.1 except for the addition of the commodity budget constraint $Y2$ which shows the minimum consumption level needed for one not to be poor according to the capability approach. According to the capability approach, the capability set
must contain at least one combination of functionings above $z_C$ and $z_T$, and this condition is just met by the capability constraint $S2$ that is associated with the commodity budget $Y2$. Hence, to know whether someone is poor according to the capability approach, we may simply check whether his commodity budget constraint lies below $Y2$.

Even if the actual commodity budget constraint lies above $Y2$, the individual may well choose a point outside the non-poor functioning set, as we discussed above in the context of Figure 1.2. Clearly then, the minimum total consumption needed for one to be non-poor according to the functioning or basic needs approach generally exceeds the minimum total consumption needed for one to be non-poor according to the capability approach. More problematically, this minimum total consumption depends in principle on the preferences of the individuals. On Figure 1.2, for instance, we saw that the individual with preference $U2$ was considered poor by the functioning approach, although another individual with the same budget and capability sets but with preferences $U1$ was considered non-poor by the same approach.

### 1.3.1 Exercises

1. Show on a figure such as Figure 1.1 the impact of an increase in the price of the transportation commodity on the commodity budget constraint and on the capability constraint.

2. On a figure such as Figure 1.4, show the minimal commodity budget set that ensures that the person

   (a) is just able to attain one of the two minimum levels of functionings $z_C$ or $z_T$;

   (b) chooses a combination of functionings such that one of them exceeds the corresponding minimum level of functionings $z_C$ or $z_T$;

   (c) is just able to attain both minimum levels of functionings $z_C$ and $z_T$;

   (d) chooses a combination of functionings such that both exceed the corresponding minimum level of functionings $z_C$ and $z_T$.

   (e) How do these four minimal commodity budget constraints compare to each other? Which one corresponds to the different approaches to assessing poverty seen above?

### 1.4 Practical measurement difficulties for the non-welfarist approaches

The measurement of capabilities raises various problems. Unless a person chooses to enact them in the form of functioning achievements, capabilities are not easily inferred. Achievement of all basic functionings implies non-deprivation in the space of all capabilities; but a failure to achieve all basic functionings does not imply capability deprivation. This makes the monitoring of functioning and basic needs an imperfect tool for the assessment of capability deprivation.

Besides, and as for basic needs, there are clearly degrees of capabilities, some basic and some deeper. It would seem improbable that true well-being be a discontinuous function of achievements and capabilities. For most of the functionings assessed empirically, there are indeed degrees of achievements, such as for being healthy, literate, living without shame, etc... It would seem important to think of varying degrees of well-being in assessing and comparing achievements and capabilities, and not only to record dichotomic 0/1 answers to multidimensional qualitative criteria.

The multidimensional nature of the non-welfarist approaches also raises problems of comparability across dimensions. How should we assess adequately the well-being of someone who has the capability to achieve two functionings out of three, but not the third? Is that person necessarily "better
off" than someone who can achieve only one, or even none of them? Are all capabilities of equal importance when we assess well-being?

The multidimensionality of the non-welfarist criteria also translates into greater implementation difficulties than for the usual proxy indicators of the welfarist approach. In the welfarist approach, the size of the multidimensional budget set is ordinarily summarized by income or total consumption, which can be thought of as a unidimensional indicator of freedom. Although there are many different combinations of consumption and functionings that are compatible with a unidimensional money-metric poverty threshold, the welfarist approach will generally not impose multidimensional thresholds. For instance, the welfarist approach will usually not require for one not to be poor that both food and non-food expenditures be larger than their respective food and non-food poverty lines. A similar transformation into a unidimensional indicator is more difficult with the capability and basic needs approaches.

One possible solution to this comparability problem is to use "efficiency-income units reflecting command over capabilities rather than command over goods and services" (Sen 1985, p.343), as we illustrated above when discussing Figure 1.4. This, however, is practically difficult to do, since command over many capabilities is hard to translate in terms of a single indicator, and since the "budget units" are hardly comparable across functionings such as well-nourishment, literacy, feeling self-respect, and taking part in the life of the community. On Figure 1.4, anyone with an income below $Y_2$ would be judged capability-poor. But by how much does poverty vary among these capability-poor? A natural measure would be a function of the budget constraint. It is more difficult to make such measurements and comparisons within the non-money-metric capability set.

Figure 1.3.: Capability sets and achievement failures

Figure 1.4.: Minimum consumption needed to escape capability poverty
1.5 Poverty measurement and public policy

1.5.1 Poverty measurement matters

The measurement of well-being and poverty plays a central role in the discussion of public policy. It is used, among other things, to identify the poor and the non-poor, to design optimal poverty targeting schemes, to estimate the errors of exclusion and inclusion in the targeting set (also known as Type I and Type II errors), and to assess the equity of poverty alleviation policies. Is growth "pro-poor"? How do indirect taxes and relative price changes affect the poor? What should the target groups be for socially-improving government interventions? What impact do transfers have on poverty? Is it the poorest of the poor who benefit most from public policy?

An important example of the central role of poverty measurement in the setting of public policy is the optimal selection of safety net targeting indicators. The theory of optimal targeting suggests that it will commonly be best to target individuals on the basis of indicators that are as easily observable and as exogenous as possible, while being as correlated as possible with the true poverty status of the individuals. Indicators that are not readily observable by program administrators are of little practical value. Indicators that can be changed effortlessly by individuals will be distorted by the presence of the program, and will lose their poverty-informative value. Whether easily observable and sufficiently exogenous indicators are sufficiently correlated with the deprivation of individuals in a population is given by a poverty profile. The value of this profile will naturally be highly dependent on the approach used and the particular assumptions made to measure well-being and poverty.

Estimation of inclusion and exclusion errors is also a product of poverty profiling and measurement. These errors are central in the trade-off involved in choosing between a wide coverage of the population — at relatively low administrative and efficiency costs — and a narrower coverage — with more generous support for the fewer beneficiaries. Indeed, as van de Walle (1998a) puts it, a narrower coverage of the population, with presumably smaller errors of inclusion of the non-poor, does not inevitably lead to a more equitable treatment of the poor:

Concentrating solely on errors of leakage to the non-poor can lead to policies which have weak coverage of the poor (p.366).

The terms of this trade-off are again given by a poverty assessment exercise.
Another lesson of optimal redistribution theory is that it is usually better to transfer resources from groups with a high level of average well-being to those with a lower one. What matters more, however, is the distribution of well-being within each of the groups. For instance, equalizing mean well-being across groups does not ordinarily eliminate poverty since there generally exist within-group inequalities. Even within the richer group, for instance, there normally will be found some deprived individuals, whom a rich-to-poor cross-group redistributive process would clearly not take out of poverty. The within- and between-group distribution of well-being that is required for devising an optimal redistributive scheme can again be revealed by a comprehensive poverty profile.

1.5.2 Welfarist and non-welfarist policy implications

The distinction between the welfarist and non-welfarist approaches to poverty measurement often matters (implicitly or explicitly) for the assessment and the design of public policy. As described above, a welfarist approach holds that individuals are the best judges of their own well-being. It would thus in principle avoid making appraisals of well-being that conflict with the poor's views of their own situation. A typical example of a welfarist public policy would be the provision of adequate income-generating opportunities, letting individuals decide and reveal whether these opportunities are utility maximizing, keeping in mind the other non-income-generating opportunities that are available to them.

A non-welfarist policy analyst would argue, however, that providing income opportunities is not necessarily the best policy option. This is partly because individuals are not necessarily best left to their own resolutions, at least in an intertemporal setting, regarding educational and environmental choices for example. The poor's short-run preoccupations may, for instance, harm their long-term self-interest. Individuals may choose not to attend skill-enhancing programs because they deceivingly appear overly time costly in the short-run, and because they are not sufficiently aware or convinced of their long-term benefits. Besides, if left to themselves, the poor will not necessarily spend their income increase on functionings that basic-needs analysts would normally consider a priority, such as good nutrition and health.

Thus, fulfilling "basic needs" cannot be satisfied only by the generation of private income, but may require significant amounts of targeted and in-kind public expenditures on areas such as education, public health and the environment. This would be so even (and especially) if the poor did not presently believe that these areas were deserving of public expenditures. Furthermore, social cohesion concerns are arguably not well addressed by the maximization of private utility, and raising income opportunities will not fundamentally solve problems caused by adverse intra-household distributions of well-being, for instance.

An objection to the basic needs approach is that it is clearly paternalistic since it supposes that it must be in the absolute interests of all to meet a set of often arbitrarily specified needs. Indeed, as emphasized above, non-welfarist approaches generally use criteria for identifying and helping the poor that may conflict both with the poor's preferences and with their utility maximizing choices. The welfarist school conversely emphasizes that individuals are generally better placed to judge what is good for them. For instance,

To conclude that a person was not capable of living a long life we must know more than just how long she lived: perhaps she preferred a short but merry life. (Lipton and Ravallion 1995)

To force that person to live a long but boring life might thus go against her preferences.

For poverty alleviation purposes, the prescriptions of non-welfarist approaches could in principle go as far as, for instance, enforced enrolment in community development programs, forced migration, or forced family planning. This may not only conflict with the preferences of the poor, but would also clearly undermine their freedom to choose. Freedom to choose is, however, arguably one of the most important basic capabilities that contribute fundamentally to well-being.
A further example of the possible tension between the welfarist and non-welfarist influences on public policy comes from optimal taxation theory, which is linked to the theory of optimal poverty alleviation. In the tradition of classical microeconomics, which values leisure in the production and labor market decisions of individuals, pure welfarists would incorporate the utility of leisure in the overall utility function of workers, poor and non-poor alike. In its support to the poor, the government would then take care of minimizing the distortion of their labor-leisure choices so as not to create overly high "deadweight losses". Classical optimal taxation theory then shows that being concerned with such things as labor/leisure distortions implies a generally lower benefit reduction rates on the income of the poor than otherwise. Taking into account such abstract things as "deadweight losses" is, however, less typical of the basic needs and functioning approaches. Such approaches would, therefore, usually target program benefits more sharply on the poor, and would exact steeper benefit reduction rates as income or well-being increases.

Relative to the pure welfarist approach, non-welfarist approaches are also typically less reluctant to impose utility-decreasing (or "workfare") costs as side effects of participation in poverty alleviation schemes. These side effects are in fact often observed in practice. For instance, it is well-known that income support programs frequently impose participation costs on benefit claimants. These are typically non-monetary costs. Such costs can be both physical and psychological: providing manual labor, spending time away from home, sacrificing leisure and home production, finding information about application and eligibility conditions, corresponding and dealing with the benefit agency, queuing, keeping appointments, complying with application conditions, revealing personal information, feeling "stigma" or a sense of guilt, etc..

Although non-monetary, these costs impact on participants' net utility from participating in the programs. When they are negatively correlated with unobserved (or difficult to observe) entitlement indicators, they can provide self-selection mechanisms that enhance the efficiency of poverty alleviation programs, for welfarists and non-welfarists alike. One unfortunate effect of these costs is, however, that many truly-entitled and truly deserving individuals may shy away from the programs because of the costs they impose. Although program participation could raise their income and consumption above a money-metric poverty line, some individuals will prefer not to participate, revealing that they find apparent poverty utility greater than that of program participation. Welfarists would in principle take these costs into account when assessing the merits of the programs. Non-welfarists would usually not do so, and would therefore judge such programs more favorably.

Finally, the width of the definition of functionings is also important for the design and the assessment of public policy. For instance, public spending on education is often promoted on the basis of its impact on future productivity and growth. But education can also be seen as a means to attain the functioning of literacy and participation in the community. This then provides an additional support for public expenditures on education. Analogous arguments also apply, for instance, to public expenditures on health, transportation, and the environment.

### Chapter 2

**THE EMPIRICAL MEASUREMENT OF WELL-BEING**

The empirical assessment of poverty and equity is customarily carried out using data on households and individuals. These data can be administrative (i.e., stored in government files and records), they can come from censuses of the entire population, or (most commonly) they can be generated by probabilistic surveys on the socio-demographic characteristics and living conditions of a population of households or individuals. We focus on this latter case in this chapter.
2.1 Survey issues

There are several aspects of the surveying process that are important for assessment of poverty and equity. First, there is the coverage of the survey: does it contain representative information on the entire population of interest, or just on some socio-economic subgroups? Whether the representativeness of the data is appropriate depends on the focus of the assessment. A survey containing observations drawn exclusively from the cities of a particular country may be perfectly fine if the aim is to design poverty alleviation schemes within these cities; its representativeness will, however, be clearly insufficient if the objective is to investigate the optimal allocation of resources between the country's urban and rural areas.

Then, there is the sample frame of the survey. Surveys are usually stratified and multi-staged, and are therefore made of stratified and clustered observations. Stratification ensures that a certain minimum amount of information is obtained from each of a given number of "areas" within a population of interest. Population strata are often geographically defined and typically represent different regions or provinces of a country. Clustering facilitates the interviewing process by concentrating sample observations within particular population subgroups or geographic locations. They thus make it more cost effective to collect more observations. Strata are thus often divided into a number of different levels of clusters, representing, say, cities, districts, neighborhoods, and households. A complete listing of first-level clusters in each stratum is used to select randomly within each stratum a given number of clusters. The initial clusters can then be subjected to further stratification or clustering, and the process continues until the last sampling units (usually households or individuals) have been selected and interviewed. This therefore leads to both stratification and multi-stage sampling.

Fundamental in the use of survey data is the role of the randomness of the information that is generated by the sampling process. Because households and individuals are not all systematically interviewed (unlike in the case of censuses), the information generated from survey data will depend on the particular selection of households and individuals that is made from a population. In other words, a poverty/equity assessment of a population will vary according to the sample drawn from that population. For that reason, distributive assessments carried out using survey data will be subject to so-called "sampling errors", that is, to sampling variability. When carrying out distributive using sample data, it is therefore important to recognise and assess the importance of sampling variability.

By ensuring that a minimum amount of information (typically, a minimum number of observations) is obtained from each of a number of strata, stratification decreases the extent of sampling errors. A similar effect is obtained by increasing the total size of the sample: the greater the number of households surveyed, the greater on average is the sampling precision of the estimates obtained. Conversely, by bundling observations around common geographic or socio-economic indicators, clustering tends to reduce the informative content of the observations drawn and thus also tends to increase the size of the sampling errors (for a given number of observations). The sampling structure of a survey also impacts on its ability to provide accurate information on certain population subgroups. For instance, if the clusters within a stratum represent geographical districts, and between-district variability is large, it would be unwise to use the information generated by the selected regions to depict poverty in the other, non-selected, regions.

Survey data are also fraught with measurement and other "non-sampling" errors. For instance, even though they may have been selected to belong to a sample, some households may end up not being interviewed, either because they cannot be reached or because they refuse to be interviewed. Such "non-response" will raise difficulties for distributive assessments if it is correlated with observable and non-observable household characteristics. Even if interviewed, households will sometimes misreport their characteristics and living conditions, either because of ignorance, misunderstanding or mischief. This tends to make distributive assessments built from survey data diverge systematically.
from the true (and unobserved) population distributive assessment that would be carried out if there were no non-sampling errors. Clearly, such a shortcoming can bias the understanding of poverty and equity and the subsequent design of public policy.

The empirical analysis of vulnerability and poverty dynamics is particularly "data demanding". In general, it requires longitudinal (or panel) surveys, surveys that follow each other in time and that interview the same final observational units. Because they link the same units across time, longitudinal data contain more information than transversal (or cross-sectional) surveys, and they are particularly useful for measuring vulnerability and for understanding poverty dynamics — in addition to facilitating the assessment of the temporal effects of public policy on well-being. Note, however, that measurement errors are particularly problematic for the analysis of vulnerability and mobility.

2.2 Income versus consumption

It is frequently argued that consumption is better suited than income as an indicator of living standards, at least in many developing countries. One reason is that consumption is believed to vary more smoothly than income, both within a given year and across the life cycle. Income is notoriously subject to seasonal variability, particularly in developing countries, whereas consumption tends to be less variable. Life-cycle theories also predict that individuals will try to smooth their consumption across their low- and high-income years (in order to equalize their "marginal utility of consumption" across time), through appropriate borrowing and saving behavior. In practice, however, consumption smoothing is far from perfect, in part due to imperfect access to commodity and credit markets and to difficulties in estimating precisely one's "permanent" or life-cycle income. Using short-term vs longer-term consumption or income indicators can therefore change the assessment of well-being.

For the non-welfarist interested in outcomes and functionings, consumption is also preferred over income because it is deemed to be a more "direct" indicator of achievements and fulfillment of basic needs. A caveat is, however, that consumption is an outcome of individual free choice, an outcome which may differ across individuals of the same income and ability to consume, just like actual functionings vary across people of the same capability sets. At a given capability to spend, some individuals may choose to consume less (or little), preferring instead to give to charity, to vow poverty, or to save in order to leave important bequests to their children.

Consumption is also held to be more readily observed, recalled and measured than income (at least in developing countries, although even then this is not always the case), to suffer less from underreporting problems, This is not to say that consumption is easy to measure accurately. Sources of income are typically far more limited than types of expenditures, which can make it easier to collect income information. The periodicity of expenses on various goods varies, and different recall periods are therefore needed to ensure adequate expenditure coverage.

Moreover, consumption does not equal expenditures. The value of consumption equals the sum of the expenditures on the goods and services purchased and consumed in a given period, plus the value of goods and services consumed but not purchased (such as those received as gifts and produced by the household itself), plus the consumption or service value of assets and durable goods owned. Unlike expenditures, therefore, consumption includes the value of own-produced goods. The value of these goods is not easily assessed, since it has not been transacted in a market. Distinguishing consumption from investment is also very difficult, but failure to do so properly can lead to double-counting in the consumption measure. For instance, a $1 expenditure on education or machinery should not be counted as current consumption if the returns and the utility of such expenditure will only accrue later in the form of higher future utility and earnings.

Similarly, and as just mentioned, the value of the services provided by those durable goods owned by individuals ought also to enter into a complete consumption indicator, but the cost of these durable
goods should feature in the consumption aggregate of the time at which the good was purchased. An important example of this is owner-occupied housing. Further measurement difficulties arise in the assessment of the value of various non-market goods and services – such as those provided freely by the government – and the value of intangible benefits such as the quality of the environment, the benefit of peace and security, and so on.

2.3 Price variability

Whether it is income or consumption expenditures that are measured and compared, an important issue is how to account for the variability of prices across space and time. Conceptually, this also encompasses variability in quality and in quantity constraints. Failure to account for such variability can distort comparisons of well-being across time and space. In Ecuador, for instance (Hentschel and Lanjouw 1996), and in many other countries, some households have free access to water, and tend to consume relatively large quantities of it with zero water expenditure. Others (often peri-urban dwellers) need to purchase water from private vendors and consequently consume a lower quantity of it at necessarily higher total expenditures. Ranking households according to water expenditures could wrongly suggest that those who need to buy water are better off and derive greater utility from water consumption (since they spend more on it).

Microeconomic theory suggests that we may wish to account for price variability by comparing real as opposed to nominal consumption expenditures (or income). Several procedures can be followed to enable such comparisons. A first procedure estimates the parameters of consumers' indirect utility functions. Let these parameters be denoted by \( \nu \) and the indirect utility function be defined by \( V(y, q, \nu) \), where \( q \) is the price vector and \( y \) is total nominal expenditure (we abstract from savings). Suppose that reference prices are given by \( q^R \). Equivalent consumption expenditure is then given implicitly by \( y^R \):

\[
V(y^R, q^R, \vartheta) = V(y, q, \vartheta) .
\]

Inversion of the indirect utility function yields an equivalent expenditure function \( e \), which indicates how much expenditure at reference prices is needed to be equivalent to (or to generate the same utility as) the expenditure observed at current prices \( q \):

\[
y^R = e (q^R, \vartheta, V(y, q, \vartheta)) .
\]

Distributive analysis would then proceed by comparing the real incomes defined in terms of the reference prices \( q^R \).

An alternative procedure deflates by a cost-of-living index the level of total nominal consumption expenditures. One way of defining such a cost-of-living index is to ask what expenditure is needed just to reach a poverty level of utility \( \nu_z \) at prices \( q \). This is given by \( e (q, \nu, \nu_z) \). A similar computation is carried out for the expenditure needed to attain \( \nu_z \) at prices \( q^R \): this is \( e (q^R, \nu, \nu_z) \). The ratio

\[
e (q, \vartheta, \nu_z) / e (q^R, \vartheta, \nu_z)
\]

is then a cost-of-living index. Dividing \( y \) by (2.3) yields real consumption expenditure.

In practice, cost-of-living indices are often taken to be those aggregate consumer price indices routinely computed by national statistical agencies. These consumer price indices usually vary across regions and time, but not across levels of income (e.g., across the poor and the non-poor). In some
circumstances (i.e., for homothetic utility functions and when consumer preferences are identical), all of the above procedures are equivalent. In general, however, they are not the same.

The fact that utility functions are not generally homothetic, and that preferences are highly heterogeneous, has important implications for distributive analysis and public policy. First, the true cost-of-living index would normally be different across the poor and the rich. Using the same price index for the two groups may distort comparisons of well-being. An example is the effect of an increase in the price of food on economic welfare. Since the share of food in total consumption is usually higher for the poor than for the rich, this increase should hurt disproportionately more the poor. Deflating nominal consumption by the same index for the entire population will, however, suggest that the burden of the food price increase is shared proportionately by all.

Spatial disaggregation is also important if consumption preferences and price changes vary systematically across regions. In few developing countries, however, are consumer price indices available or sufficiently disaggregated spatially. The alternative for the analyst is then to produce different poverty lines for different regions (based on the same or different consumption baskets, but using different prices) or construct separate price indices. In both cases, the analyst would usually be using regional price information derived from consumption survey data. The resulting indices would then be interpreted as cost-of-living indices, and could help correct for spatial price variation and regional heterogeneity in preferences.

To see why these adjustments are necessarily in part arbitrary, and to see why they can matter in practice, consider the case of Figure 2.1. It shows 3 indifference curves $U_1$, $U_2$ and $U_3$, for three consumers, 1, 2 and 3. Two of these consumers have relatively strong preferences for meat as opposed to fish, and the third (represented by $U_3$) has strong preferences for fish. Also shown are two budget constraints, one using relative prices $q_c$ ($c$ for coastal area), where the price of fish is relatively low, and the other with $q_m$ ($m$ for mountainous area), where the price of fish is high compared to the price of meat.

How is the standard of living for individuals 1, 2 or 3 to be compared? One way to answer this question is to "cost" the consumption of the three individuals. For this, we may use either $q_c$ or $q_m$. If we use the mountains' relative price, then the consumption bundles chosen by individuals 1 and 3 are equivalent in terms of value: they lie on the same budget constraint of value $B$ in terms of meat (the numéraire). Individual 2 is clearly then the worst off of all three. If instead we use the coastal area's relative price, then the consumption bundles chosen by individuals 2 and 3 are equivalent, with a common value of $A$ in terms of meat – and individual 1 is the best off.

Hence, choosing reference prices to assess and compare living standards can matter significantly. If we knew a priori that individuals 1 and 3 had equivalent living standards, then reference prices $q_m$ would be the right ones (conversely: $q_c$ would be the correct reference prices if 2 and 3 could be assumed to be equally well off). But such information is generally not available. In some circumstances, such as in comparing 1 and 2, we can be fairly certain that one individual is better off than another, whatever the choice of reference prices, but even then, the extent of the quantitative difference in well-being can vary to a large extent with the choice of reference prices.

The choice of reference prices and reference preferences will also matter for estimating the impact of price changes on well-being and equity. Consider

Figure 2.1: Price adjustments and well-being with two commodities
again Figure 2.1. Suppose that we wish to measure the impact on consumers' well-being of an increase in the price of fish. Assume for simplicity that this change in relative prices is captured by a move from $q_m$ to $q_c$. If we were to choose as a reference bundle the bundle of meat and fish chosen by individuals 1 and 2 to capture the impact of this change, then the price impact would be estimated to be fairly low. The reason is that both individuals consume little of fish. For instance, take meat as the numéraire and assess the real income value of being at $U_1$. Under $q_m$, this is given by $B$ and under $q_c$ by $D$. Using instead the preferences of individual 3 as reference tastes (and thus $U_3$ as reference well-being), real consumption would move from $A$ to $B$, a much greater change.

Furthermore, even if 3 were deemed better off than 1 before the increase in the price of fish, it could well be that 3’s strong preferences for fish would make him less well off than 1 after the price change. Hence, when consumer preferences are heterogeneous, price changes can reverse rankings of well-being. Indeed, in Figure 2.1, the increase in the price of fish is visibly much more costly for fish eaters than for meat ones. This warns again against the use of a common price index across all regions as well as across all socio-economic groups – rich and poor.

2.3.1 Exercises

Suppose the following direct utility function over the two goods $x_1$ and $x_2$,

$$U(x_1, x_2) = x_1^\nu x_2^{1-\nu},$$

with $\nu=1/3$, and let prices $q_1$ and $q_2$ be set to 1.

1 What is the expenditure needed to attain a poverty level of utility of 158.74 at the reference prices $q_1^R=1$ and $q_2^R=1$? (Call this $z^R$.)

answer: see table 2.1, $z^R = 300$ for $U = 159.78$

2 What are the quantities of goods 1 and 2 that are consumed at the poverty level of utility?

answer: see table 2.1, $x_1 = 100$ and $x_2 = 200$ for $U = 159.78$
3 Suppose that the price of good 2 is increased from 1 to 3. What is the new cost of the level of poverty utility? (Call this \( z \)).

**answer:** see Table 2.2, \( z = 624 \) for \( U = 159.78 \$ 

4 Using definitions (2.1) and (2.2), prove the following:

\[
y^R/z^R = y/z.
\]

What does it imply?

**answer:** When preferences are homothetic, poverty measures are the same for two following methods that one can use to adjust the nominal income:

- Equivalent expenditure method: \( y^* = e(q^R, x^R, v(q, x, y)) \)
- Welfare ratio method: \( y^* = y/z \)

5 Suppose now that a poverty analyst does not believe that consumption of goods 1 and 2 will adjust following good 2's price increase. What is the poverty line \( z \) that he would then obtain? (Hint: compute the cost of the initial commodity basket using the new prices.)

**answer:** \( z = 700 \$ 

6 Using indifference curves and budget constraints, show the difference that taking account of changes in behavior can make for the computation of price indices and the assessment of poverty.

**Table 2.1: Equivalent income and price changes**

<table>
<thead>
<tr>
<th>( i )</th>
<th>( y )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( U )</th>
<th>( y/z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150.00</td>
<td>50.00</td>
<td>100.00</td>
<td>79.37</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>210.00</td>
<td>70.00</td>
<td>140.00</td>
<td>111.12</td>
<td>0.70</td>
</tr>
<tr>
<td>3</td>
<td>300.00</td>
<td>100.00</td>
<td>200.00</td>
<td>158.74</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>380.00</td>
<td>126.67</td>
<td>253.33</td>
<td>201.07</td>
<td>1.27</td>
</tr>
<tr>
<td>5</td>
<td>500.00</td>
<td>166.67</td>
<td>333.33</td>
<td>264.57</td>
<td>1.67</td>
</tr>
<tr>
<td>6</td>
<td>510.00</td>
<td>170.00</td>
<td>340.00</td>
<td>269.86</td>
<td>1.70</td>
</tr>
<tr>
<td>7</td>
<td>550.00</td>
<td>183.33</td>
<td>366.67</td>
<td>291.02</td>
<td>1.83</td>
</tr>
<tr>
<td>8</td>
<td>600.00</td>
<td>200.00</td>
<td>400.00</td>
<td>317.48</td>
<td>2.00</td>
</tr>
<tr>
<td>9</td>
<td>800.00</td>
<td>266.67</td>
<td>533.33</td>
<td>423.31</td>
<td>2.67</td>
</tr>
<tr>
<td>10</td>
<td>1000.00</td>
<td>333.33</td>
<td>666.67</td>
<td>529.13</td>
<td>3.33</td>
</tr>
</tbody>
</table>

**Table 2.2: Equivalent income and price changes**

<table>
<thead>
<tr>
<th>( i )</th>
<th>( y )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( U )</th>
<th>( y_R )</th>
<th>( y/z )</th>
<th>( y_R/z_R )</th>
<th>( y/700 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>160.00</td>
<td>53.33</td>
<td>35.56</td>
<td>40.70</td>
<td>76.92</td>
<td>0.26</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>200.00</td>
<td>66.67</td>
<td>44.44</td>
<td>50.88</td>
<td>96.15</td>
<td>0.32</td>
<td>0.32</td>
<td>0.29</td>
</tr>
<tr>
<td>3</td>
<td>500.00</td>
<td>166.67</td>
<td>111.11</td>
<td>127.19</td>
<td>240.37</td>
<td>0.80</td>
<td>0.80</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>624.00</td>
<td>208.00</td>
<td>138.67</td>
<td>158.74</td>
<td>300.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>1100.00</td>
<td>366.67</td>
<td>244.44</td>
<td>279.82</td>
<td>528.82</td>
<td>1.76</td>
<td>1.76</td>
<td>1.57</td>
</tr>
</tbody>
</table>
2.4 Household heterogeneity

A fundamental problem arises when comparing the well-being of individuals who live in households of differing sizes and composition. Differences in household size and composition can indeed be expected to create differences in household "needs". It is essential to take these differences in needs into account when comparing the well-being of individuals living in differing households. This is usually done using equivalence scales. With these scales, the needs of a household of a particular size and composition are compared to those of a reference household, usually one made of one reference adult.

2.4.1 Estimating equivalence scales

Strategies for the estimation of equivalence scales are all contingent on the choice of comparable indicators of well-being. The choice of any such indicator is, however, intrinsically arbitrary. A popular example is food share in total consumption: at equal household food shares, individuals of various household types are assumed to be equally well-off. But, at equal well-being, one household type could certainly choose a food share that differs from that of other household types. This would be the case, for instance, for households of smaller sizes for which it could make perfect sense to spend more on food than on those goods for which economies of scale are arguably larger, such as housing. Failing to take this differential price effect into account would lead to an overestimation of the needs of small households.

Another difficulty arises when household size and composition are the result of a deliberate free choice. It may be argued, for instance, that a couple which elects freely to have a child cannot perceive this increase in household size to be utility decreasing. This would be so even if the household's total consumption remained unchanged after the birth of the child (or even if it fell), despite the fact that most poverty analysts would judge this birth to increase household "needs". Another difficulty lies in the fact that the intra-household decision-making process can distort the allocation of resources across household members, and thereby lead to wrong inferences of comparative needs. This is the case, for instance, when more is spent on boys than on girls, not because of greater boy needs, but because of differential gender preferences on the part of the household decision-maker. Such observations can lead analysts to overestimate the real needs of boys relative to those of girls. In turn, this would underestimate on average the level of deprivation experienced by girls and their households, since it would be wrongly assumed that girls are less "needy". An analogous analytical difficulty arises when the household decision-maker is a man, and the consumption of his spouse is observed to be smaller than his own. Is this due to gender-biased household decision-making, or to gender-differentiated needs?

To illustrate these issues, consider Figure 2.2, which graphs consumption of a reference good $x_r(y,q)$ against household income $y$. The predicted consumption of the reference good is plotted for two households, the first composed of only one man, and the other made of a couple (i.e., a man and a woman). A common procedure in the equivalence scales literature is the estimation of the total household income at which a reference consumption of a reference good is equal for all household types. The basic argument is that when the consumption of that reference good is the same across households, the well-being of household members should also be the same across households.
Reference goods are often goods consumed exclusively by some members of the household, such as adult clothing.

For Figure 2.2, take for instance the case of men's clothing for \( x_r(y,q) \). Suppose that the reference level of that good is given by \( x_0 \). Leaving aside issues of consumption heterogeneity within households of the same type at a given income level, one would estimate that the one-member household would need an income \( yc \) in order to consume \( x0 \) (at point \( c \)), and that the two-member household would require total household income \( yd \) to reach that same reference consumption level. Hence, following this line of argument, the second household would need \( yd/yc \) as much income as the first one to be "as well off in terms of consumption of men's clothing. Said differently, the second household's needs would be \( yd/yc \) that of the single man household. The number of "equivalent adults" in the second household would then be said to be \( yd/yc \). When applied to different household types, this procedure provides a full equivalence scale, expressing the needs of various household types as a function of those of a reference household.

Such a procedure faces many problems, however, most of which are very difficult to resolve. First, there is the choice of the reference level of \( x_r(y,q) \). If a reference level of \( x_1 \) instead of \( x0 \) were chosen in Figure 2.2, the number of adult equivalents in the second household would fall from \( yd/yc \) to \( yf/ye \). There is little that can be done in general to determine which of these two scales is the right one. In such cases, one cannot use a welfare-independent equivalence scale – the equivalence scale ratios must depend on the levels of the households' reference well-being.

Equivalence scale estimates also generally depend on the choice of the reference good. For instance, the choice of adult clothing versus that of tobacco, alcohol or other adult commodities will generally matter in trying to compare the needs, say, of households with and without children. This is in part because preferences for these goods are not independent of – and do not depend in the same manner on – household composition. One additional problem is the issue of the price dependence of equivalence scale estimates. Choosing a different \( q \) in Figure 2.2, for instance, would usually lead to the estimation of different equivalence scale ratios.

### 2.4.2 Sensitivity analysis

In view of these difficulties, the literature has often emphasized that the choice of a particular scale inevitably introduces value judgements and some

Figure 2.2: Equivalence scales and reference well-being
arbitrariness. It would therefore seem important to recognize explicitly such difficulties when measuring and comparing poverty and inequality levels.

Allowing the assessment of needs to vary turns out to be especially relevant in cross-country comparative analyses, particularly when those countries compared differ significantly in their socio-economic composition. There is in this case the added issue that not only can the appropriate scale rates be uncertain in a given country, but they may also be different between countries. Testing the sensitivity of inequality and poverty results to changes in the incorporation of needs would seem particularly important for those comparisons whose results can influence redistributive policies, e.g., through the transfer of resources from some regions or household types to others.

To see how to carry out such sensitivity analysis, define an equivalence scale \( E \) as a function of household needs. This function will typically depend on the characteristics of the \( M \) different household members, such as their sex and age, and on household characteristics, such as location and size. Because \( E \) is normalized by the needs of a single adult, it can be interpreted as a number of "equivalent adults", viz, household needs as a proportion of the needs of a single adult. A "parametric" class of equivalence scales is often defined as a function of one or of a few relevant household characteristics, with parameters indicating how needs are modified as these characteristics change.

A survey of Buhmann, Rainwater, Schmaus, and Smeeding (1988) reported 34 different scales from 10 countries, which they summarized as

\[
E(M) = M^s,
\]

with \( s \) being a single parameter summarizing the sensitivity of \( E \) to household size \( M \). This needs elasticity, \( s \), can be expected to vary between 0 and 1. For \( s = 0 \), no account is taken of household size. For \( s = 1 \), adult-equivalent income is equal to \textit{per capita} household income. The larger the value of \( s \), the smaller are the economies of scale in the production of well-being that are implicitly assumed by the equivalence scale, and the greater is the impact of household size upon household needs.

An obvious limitation of a simple function such as (2.4) is its dependence solely on household size and not on household composition or other relevant socio-demographic characteristics. Most equivalence scales do indeed distinguish strongly between the presence of adults and that of children, and some like that of McClements (1977) even discriminate finely between children of different ages.
An example of a class of equivalence scales that is more flexible than the above was suggested by Cutler and Katz (1992) – this class takes separately into account the importance of the $M_A$ adults and the $M - M_A$ children:

$$E(M, M_A) = (M + c(M - M_A))^s,$$  \hspace{1cm} (2.5)

where $c$ is a constant reflecting the resource cost of a child relative to that of an adult, and $s$ is now an indicator of the degree of overall economies of scale within the household. When $c = 1$, children count as adults (which is the assumption made in (2.4)); otherwise, adults and children are assumed to have different needs.

### 2.4.3 Household decision-making and within-household inequality

Finally, and as elsewhere in distributive analysis, there is the practically insoluble difficulty of having to make interpersonal comparisons of well-being across individuals – compounded by the fact that individuals here are heterogeneous in their household composition. On the basis of which observable variable can we really make interpersonal comparisons of well-being? Again, note that the assumption that well-being for the man is the same as well-being for the couple when $x_r(y,q)$ is equalized in Figure 2.2, is a very strong one. Furthermore, apart from influencing preferences and commodity consumption, household formation is as indicated above itself a matter of choice and is presumably the source of utility in its own right. Preferences for household composition are themselves heterogeneous, and so is the utility derived from a certain household status. All of this makes comparisons of well-being across heterogeneous individuals and the use of equivalence scales the source of arbitrariness and significant measurement errors.

An additional problem in measuring individual living standards using survey data comes from the presence of intrahousehold inequality. The final unit of observation in surveys is customarily the household. Little information is typically generated on the intrahousehold allocation of well-being (e.g., on the individual benefits stemming from total household consumption). Because of this, the usual procedure is to assume that adult-equivalent consumption (once computed) is enjoyed identically by all household members.

This, however, is at best an approximation of the true distribution of economic well-being in a household. If the nature of intrahousehold decision-making leads to important disparities in well-being across individuals, assuming equal sharing will underestimate inequality and aggregate poverty. Not being able to account for intra-household inequities will also have important implications for profiling the poor, and also for the design of public policy. For instance, a poverty assessment that correctly showed the deprivation effects of unequal sharing within households could indicate that it would be relatively inefficient to target support at the level of the entire household – without taking into account how the targeted resources would subsequently be allocated within the household. Instead, it might be better to design public policy such as to self-select the least privileged individuals within the households, in the form of specific in-kind transfers or specially designed incentive schemes.

### 2.4.4 Counting units

A final and related difficulty concerns who we are counting in aggregating poverty: is it individuals or households? Although this distinction is fundamental, it is often surprisingly hidden in applied poverty profiles and poverty measurement papers. The distinction matters since there is usually a strong positive correlation between household size and a household's poverty status. Said differently, poverty is usually found disproportionately among the larger households. Because of this, counting households instead of individuals will typically underestimate the true proportion of individuals in poverty.
2.5 References for Chapters 1 and 2

The literature investigating the foundations and the impact of alternative approaches to measuring well-being is large and (yet) rapidly increasing.


The comprehensiveness of income concepts can also make a difference. A good introduction to the general methodological issues is Hentschel and Lanjouw (1996). The impact of the difference between cash and more comprehensive measures of income is studied inter alia in Formby, Kim, and Zheng (2001), Gustafsson and Makonnen (1993), Gustafsson and Shi (1997), Harding (1995), Jenkins and O'Leary (1996), Smeeding, Saunders, Coder, Jenkins, Fritzell, Hagenaaars, Hauser, and Wolfson (1993), Smeeding and Weinberg (2001), Van den Bosch (1998), and Yates (1994). The role of public services is also discussed in Anand and Ravallion (1993); see also Propper (1990) and (?) for adjusting the value of public services for the costs of accessing them.


Choosing the units of analysis, be they individuals, households or equivalent adults, also influences distributive analysis, as studied by Bhorat (1999), Carlson and Danziger (1999), Ebert (1999), and Sutherland (1996). This is closely related to the growing concerns expressed about the role of income pooling/sharing within families and households; see for instance Cantillon and Nolan (2001), Haddad and Kanbur (1990), Jenkins (1991), Kanbur and Haddad (1994), Lazear and Michael (1988), Lundberg, Pollak, and Wales (1997), Phipps and Burton (1995), Quisumbing, Haddad, and Pena (2001), and Woolley and Marshall (1994). Ebert and Moyes (2003) explore the normative implications of a concern for equality in living standards for the use of equivalence scales in applied studies.


The econometric and theoretical difficulties involved in the estimation of equivalence scales are formidable, and these are discussed inter alia in Blundell and Lewbel (1991), Blundell (1998), and Pollak (1991). Estimation of equivalence scales is performed in Bosch (1991), Nicol (1994), Pendakur (1999) (where they are found to be "base-independent"), Pendakur (2002) (where they are found to be price-dependent), Phipps and Garner (1994) (where they are found to be different across Canada and the United States), Phipps (1998), and Radner (1997) (where they depend on the types of income considered).

An attempt to identify and estimate unconditional preferences for goods and demographic characteristics is Ferreira, Buse, and Chavas (1998). Whether equivalence scales should be income-dependent, and what happens if they are, is studied among others in Aaberge and Melby (1998), Blackorby and Donaldson (1993), and Conniffe (1992).

The normative issues raised by the presence of heterogeneity in the population – heterogeneity other than in the dimension of income – are numerous, and some of them are examined in Ebert and Moyes (2003), Fleurbaey, Hagneré, and Trannoy (2003), Glewwe (1991), and Lewbel (1989).
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Chapter 3
INTRODUCTION AND NOTATION
In what follows in this book, we will denote living standards by the variable $y$. The indices we will use will sometimes require these living standards to be strictly positive, and, for expositional simplicity, we may assume that this is always the case. Strictly positive values of $y$ are required, for instance, for the Watts poverty index and for many of the decomposable inequality indices. It is of course reasonable to expect indicators of living standards such as consumption or expenditures to be strictly positive. This assumption is less natural for other indicators, such as income, for which capital losses or retrospective tax payments can generate negative values. Also recall that, for expositional simplicity, we will also usually refer to living standards as incomes.

Let $p = F(y)$ be the proportion of individuals in the population who enjoy a level of income that is less than or equal to $y$. $F(y)$ is called the cumulative distribution function (cdf) of the distribution of income; it is non-decreasing in $y$, and varies between 0 and 1, with $F(0) = 0$ and $F(\infty) = 1$. For expositional simplicity, we will sometimes implicitly assume that $F(y)$ is continuously differentiable and strictly increasing in $y$. These are reasonable approximations for large-population distributions of income. They are also reasonable assumptions from the point of view of describing the data generating processes that generate the distributions of income observed in practice. The density function, which is the first-order derivative of the cdf, is denoted as $f(y) = F'(y)$ and is strictly positive when $F(y)$ is assumed to be strictly increasing in $y$.

---

1 DAD: Distribution|Distribution Function.

### 3.1 Continuous distributions

A useful tool throughout the book will be "quantile functions". The use of quantiles will help simplify greatly the exposition and the computation of several distributive measures. Quantiles will also sometimes serve as direct tools to analyze and compare distributions of living standards (to check first-order dominance for instance). The quantile function $Q(p)$ is defined implicitly as $F(Q(p)) = p$, or using the inverse distribution function, as $Q(p) = F^{-1}(p)$. $Q(p)$ is thus the living standard level below which we find a proportion $p$ of the population. Alternatively, it is the income of that individual whose rank — or percentile — in the distribution is $p$. A proportion $p$ of the population is poorer than he is; a proportion $1 - p$ is richer than him.

These tools are illustrated in Figure 3.1. The horizontal axis shows percentiles $p$ of the population. The quantiles $Q(p)$ that correspond to different $p$ values are shown on the vertical axis. The larger the rank $p$, the higher the corresponding income $Q(p)$. Alternatively, incomes $y$ appear on the vertical axis of Figure 3.1, and the proportions of individuals whose income is below or equal to those $y$ are shown on the horizontal axis. At the maximum income level, $y_{\text{max}}$ that proportion $F(y_{\text{max}})$ equals 1. The median is given by $Q(0.5)$, which is the income value which splits the distribution exactly in two halves.

Note that an important expositional advantage of working with quantiles is to normalize the population size to 1. This also means that everyone's income and contribution to this book's poverty and equity analysis can then appear on an interval of percentiles ranging from 0 to 1. In a sense, the population size is thus scaled to that of a socially representative individual. Normalizing all population sizes to 1 also makes comparisons of poverty and equity accord with the population invariance principle. This principle says that adding an exact replicate of a population to that same population should not change the value of its distributive indices. Putting everyone's income within a common total population scale of 1 is a handy descriptive way of comparing populations of different sizes. It also ensures that adding exact replications to these populations will not change the distributive picture.
We will define most of the distributive measures (indices and curves) in terms of integrals over a range of percentiles. This is a familiar procedure in the context of continuous distributions. We will see below why this procedure is also generally valid in the context of discrete distributions, even though the use of summation signs is often more familiar in that context. Using integrals will make the definitions and the exposition simpler, and will help focus on what matters more, namely, the interpretation and the use of the various measures.
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The most common summary index of a distribution is its mean. Using integrals and quantiles, it is defined simply as:

\[ \mu = \int_{0}^{1} Q(p) \, dp. \]  

(3.1)

\( \mu \) is therefore the area underneath the quantile curve. This corresponds to the grey area shown on Figure 3.1. Since the horizontal axis varies uniformly from 0 to 1, \( \mu \) is also the average height of the quantile curve \( Q(p) \), and this is given by \( \mu \) on the vertical axis, \( \mu \) is thus the income of the population's "average individual".

The computation of the average income \( \mu \) gives equal weight to all incomes in the population. We will see later in the book alternative weighting schemes for computing socially representative incomes. As for most distributions of income, the one shown on Figure 3.1 is skewed to the right, which gives rise to a mean \( \mu \) that exceeds the median \( Q(p) \). Said differently, the proportion of individuals whose income falls underneath the mean, \( F(\mu) \), exceeds one half.

3.2 Discrete distributions

To see how to rewrite the above definitions using familiar summation signs for discrete distributions, we need a little more notation. Say that we are interested in a distribution of \( n \) incomes. We first order the \( n \) observations of \( y_i \) in increasing values of \( y \), such that \( y_1 \leq y_2 \leq y_3 \leq \ldots \leq y_{n-1} \leq y_n \). We then associate to these \( n \) discrete quantiles over the interval of \( p \) between 0 and 1. For \( p \) such that \( (i - 1)/n < p \leq i/n \), we then have \( Q(p) = y_i \). Technically, this is equivalent to defining quantiles as \( Q(p) = \min \{ y \mid F(y) \geq p \} \). This is illustrated in Table 3.1 for \( n = 3 \) and where the three income values are 10, 20 and 30. Figure 3.2 graphs those quantiles as a function of \( p \). \( p \) values between 0 and 1/3 give a quantile of 10, the second income, 20, covers percentile 1/3 to 2/3, and the highest incomes, 30, covers percentile 2/3 to 1.

The formulae for discrete distributions are then computed in practice by replacing the integral sign in the continuous case by a summation sign, by summing across all quantiles, and by dividing that sum by the number of observations \( n \). Thus, the mean \( \mu \) of a discrete distribution can be expressed as:

\[ \mu = \frac{1}{n} \sum_{i=1}^{n} \frac{Q(p_i)}{Q(p)} \cdot \frac{1}{n} \, dp. \]  

(3.2)

Thus, whenever an expression like (3.1) arises, we can think of the integral sign as standing for a summation sign and of \( dp \) as standing for \( 1/n \).
Using (3.2), the mean of the discrete distribution of Table 3.1, which is 20, is then simply the integral of the quantile curve shown on Figure 3.2. In other words, it is the sum of the area of the three boxes each of length 1/3 that can be found underneath the filled curve. For completeness, we will mention from time to time how indices and curves can be estimated using the more familiar summation signs. For more information, the reader can also consult DAD’s User Guide, where the estimation formulae shown use summation signs and thus apply to discrete distributions.

Table 3.1: Incomes and quantiles in a discrete distribution

<table>
<thead>
<tr>
<th>I</th>
<th>i/n</th>
<th>Q(i/n) = y_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.33</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.66</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>30</td>
</tr>
</tbody>
</table>

### 3.3 Poverty gaps

For poverty comparisons, we will also need the concept of quantiles censored at a poverty line z. These are denoted by \( Q^*(p; z) \) and defined as:

\[
Q^*(p; z) = \min(Q(p), z). \tag{3.3}
\]

Censored quantiles are therefore just the incomes \( Q(p) \) for those in poverty (below \( z \)) and \( z \) for those whose income exceeds the poverty line. This is illustrated on Figure 3.3, which is similar to Figure 3.1. Quantiles \( Q(p) \) and censored quantiles \( Q^*(p; z) \) are identical up to \( p = F(z) \), or up to \( Q(p) = z \). After this point, censored quantiles equal a constant \( z \) and therefore diverge from the quantiles \( Q(p) \).

The mean of the censored quantiles is denoted as \( \mu^*(z) \):

\[
\mu^*(z) = \int_0^1 Q^*(p; z)dp. \tag{3.4}
\]

This is the area underneath the curve of censored incomes \( Q^*(p; z) \). Censoring income at \( z \) helps focus attention on poverty, since the precise value of those living standards that exceed \( z \) is irrelevant for poverty analysis and poverty comparisons (at least so long as we consider absolute poverty).

The poverty gap at percentile \( p \), \( g(p; z) \), is the difference between the poverty line and the censored quantile at \( p \), or, equivalently, the shortfall (when applicable) of living standard \( Q(p) \) from the poverty line. Let \( f_+ = \max(f, 0) \).
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Poverty gaps can then be defined as:

\[
g(p; z) = z - Q^*(p; z) = \max(z - Q(p), 0) = (z - Q(p))^+. \tag{3.5}
\]

When income at \( p \) exceeds the poverty line, the poverty gap equals zero. A shortfall \( g(q; z) \) at rank \( q \) is shown on Figure 3.3 by the distance between \( z \) and \( Q(q) \). The larger one's rank \( p \) in the distribution — the higher up in the distribution of income — the lower the poverty gap \( g(p; z) \). The proportion of individuals with a positive poverty gap is given by \( F(z) \). The average poverty gap then equals \( \mu^g(z) \):
\[ \mu^g(z) = \int_0^1 g(p, z) dp. \] (3.6)

\( \mu^g(z) \) is then the size of the area in grey shown on Figure 3.3.

### 3.4 Cardinal versus ordinal comparisons

There are two types of poverty and equity comparisons: cardinal and ordinal ones. Cardinal comparisons involve comparing numerical estimates of poverty and equity indices. Ordinal comparisons rank broadly poverty and equity across distributions, without attempting to quantify the precise differences in poverty and equity that exist between these distributions. They can often say where poverty and equity is larger or smaller, but not by how much.

Consider for instance the case of cardinal poverty comparisons. Numerical poverty estimates attach a single number to the extent of aggregate poverty in a population, e.g., 40% or $200 per capita. But calculating cardinal poverty estimates requires making a number of very specific assumptions. These include, *inter alia*, assumptions on the form of the poverty index, the definition of the indicator of well-being, the choice of equivalence scales, the value of the poverty line, and how that poverty line varies precisely across space and time.

Once these assumptions are made, cardinal poverty estimates can tell, for instance, that the consumption expenditures of 30% of the individuals in a population lie underneath a poverty line, but that a proposed government program could decrease that proportion to 25%. Cardinal poverty estimates can also be used to carry out a money-metric cost-benefit analysis of the effects of social programs. Thus, if the above government program involved yearly expenditures of $500 million, then we would know immediately that a 1% fall in the proportion of the poor would cost on average $100 million to the government. That amount could then be compared to the poverty alleviation cost of other forms of government policy.

The main advantage of cardinal estimates of poverty and equity is their ease of communication, their ease of manipulation, and their (apparent) lack of ambiguity. Government officials and the media often want the results of distributive comparisons to be produced in straightforward and seemingly precise terms, and will often feel annoyed when this is not possible. As hinted above, cardinal estimates of poverty and equity are, however, necessarily (and often highly) sensitive to the choice of a number of arbitrary measurement assumptions.

It is clear, for example, that choosing a different poverty line will almost always change the estimated numerical value of any index of poverty. The elasticity of the poverty headcount index with respect to the poverty line is, for example, often significantly larger than 1 (see Section 12.2). This implies that a variation of 10% in the poverty line will then change by more than 10% the estimated proportion of the poor in the population; this sensitivity is substantial, especially since poverty lines are rarely convincingly bounded within a narrow interval.

Another source of cardinal variability comes from the choice of the form of a distributive index. Many procedures have been proposed for instance to aggregate individual poverty. Depending on the chosen procedure, numerical estimates of aggregate poverty will end up larger or lower. As we will see later, for instance, identifying a "socially representative poverty gap" will hinge particularly on the
Relative weight given to the more deprived among the poor. There is little objective guidance in choosing that weight; the greater its value, however, the greater the socially representative poverty gap, and the greater the estimate of aggregate poverty.

Ordinal comparisons, on the other hand, do not attach a precise numerical value to the extent of poverty or equity, but only try to rank poverty and equity across all indices that obey some generally-defined normative (or ethical) principles. This can be useful when it suffices to know which of two policies will better alleviate poverty, or which of two distributions has more inequality, but not precisely by how much. Because of this lower information requirement, ordinal rankings can prove robust to the choice of a number of measurement assumptions. For instance, ordinal poverty orderings can often rank poverty over general classes of possible poverty indices and wide ranges of possible poverty lines.

It is thus useful to consider in turn cardinal and ordinal comparisons of poverty and equity. We first see how to construct aggregate cardinal distributive indices. Ordinal comparisons are considered in Part III.

Figure 3.1: Quantile curve for a continuous distribution
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Figure 3.2: Quantile curve for a discrete distribution

![Quantile curve for a discrete distribution](image)
Figure 3.3: Incomes and poverty at different percentiles
Chapter 4  
MEASURING INEQUALITY AND SOCIAL WELFARE

4.1 Lorenz curves

The Lorenz curve has been for several decades the most popular graphical tool for visualizing and comparing income inequality. As we will see, it provides complete information on the whole distribution of incomes relative to the mean. It therefore gives a more comprehensive description of relative incomes than any one of the traditional summary statistics of dispersion can give, and it is also a better starting point when looking at income inequality than the computation of the many inequality indices that have been proposed. As we will see, its popularity also comes from its usefulness in establishing orderings of distributions in terms of inequality, orderings that can then be said to be "ethically robust”.

The Lorenz curve is defined as follows:

\[ L(p) = \frac{\int_0^p Q(q) dq}{\int_0^1 Q(q) dq} = \frac{1}{\mu} \int_0^p Q(q) dq. \]  

(4.1)

The numerator \( \int_0^p Q(q) dq \) sums the incomes of the bottom \( p \) proportion (the poorest 100p\%) of the population. The denominator \( \mu = \int_0^1 Q(q) dq \) sums the incomes of all. \( L(p) \) thus indicates the cumulative percentage of total income held by a cumulative proportion \( p \) of the population, when individuals are ordered in increasing income values. For instance, if \( L(0.5) = 0.3 \), then we know that the 50\% poorest individuals hold 30\% of the total income in the population.

A discrete formulation of the Lorenz curve is easily provided. Recall that the discrete income values \( y_i \) are ordered such that \( y_1 \leq y_2 \leq \ldots \leq y_n \), with percentiles \( p_i = i/n \) such that \( Q(p_i) = y_i \). For \( i = 1, \ldots, n \), the discrete Lorenz curve is then defined as:

\[ L(p_i = i/n) = \frac{1}{n\mu} \sum_{j=1}^{i} Q(p_j). \]  

(4.2)

If needed, other values of \( L(p) \) in (4.2) can be obtained by interpolation. The Lorenz curve has several interesting properties. As shown in Figure 4.1, it ranges from \( L(0) = 0 \) to \( L(1) = 1 \), since a proportion \( p = 0 \) of the population necessarily holds a proportion of 0\% of total income, and since a proportion \( p = 1 \) of the population must hold 100\% of aggregate income. \( L(p) \) is
increasing as $p$ increases, since more and more incomes are then added up. This is also seen by the fact that the derivative of $L(p)$ equals $Q(p)/\mu$:

$$
\frac{dL(p)}{dp} = \frac{Q(p)}{\mu}.
$$

(4.3)

This is positive if incomes are positive, as we are assuming throughout. Hence by observing the slope of the Lorenz curve at a particular value of $p$, we also know the $p$-quantile relative to the mean, or, in other words, the income of an individual at rank $p$ as a proportion of mean income. An example of this can be seen on Figure 4.1 for $p = 0.5$. The slope of $L(p)$ at that point is $Q(0.5)/\mu$, the ratio of the median to the mean. The slope of $L(p)$ thus portrays the whole distribution of mean-normalized incomes.

The Lorenz curve is also convex in $p$, since as $p$ increases, the new incomes that are being added up are greater than those that have already been counted. This is clear from equation (4.3) since $Q(p)$ is increasing in $p$. Mathematically, a curve is convex when its second derivative is positive, and the more positive that second derivative, the more convex is the curve. Formally, the second-order derivative of the Lorenz curve equals

$$
\frac{d^2L(p)}{dp^2} = \frac{1}{\mu} \frac{dQ(p)}{dp} \geq 0.
$$

(4.4)

Note that by definition that $p \equiv F(Q(p))$. Differentiating this identity with respect to $p$, we have that $1 = f(Q(p)) \frac{dQ(p)}{dp}$. Thus,

$$
\frac{dQ(p)}{dp} = \frac{1}{f(Q(p))}
$$

(4.5)

and we therefore have that

$$
\frac{d^2L(p)}{dp^2} = \frac{1}{\mu f(Q(p))}.
$$

(4.6)

Figure 4.1: Lorenz curve
The larger the density of income $f(Q(p))$ at a quantile $Q(p)$, the less convex the Lorenz curve at $L(p)$. The convexity of the Lorenz curve is thus revealing of the density of incomes at various percentiles. On Figure 4.1, this density is thus visibly larger for lower values of $p$ since this is where the slope of the $L(p)$ changes less rapidly as $p$ increases.

Some measures of central tendency can also be identified by a look at the Lorenz curve. In particular, the median (as a proportion of the mean) is given by $Q(0.5)/\mu$, and thus, as mentioned above, by the slope of the Lorenz curve at $p = 0.5$. Since many distributions of incomes are skewed to the right, the mean often exceeds the median and $Q(p = 0.5)/\mu$ will typically be less than one. The mean income in the population is found at that percentile at which the slope of $L(p)$ equals 1, that is, where $Q(p) = \mu$ and thus at percentile $F(\mu)$ (as shown on Figure 4.1). Again, this percentile will often be larger than 0.5, the median income's percentile. The percentile of the mode (or modes) is where $L(p)$ is least convex, since by equation (4.4) this is where the density $f(Q(p))$ is highest.

Simple summary measures of inequality can readily be obtained from the graph of a Lorenz curve. The share in total income of the bottom $p$ proportion of the population is given by $L(p)$; the greater that share, the more equal is the distribution of income. Analogously, the share in total income of the richest $p$ proportion of the population is given by $1 - L(p)$; the greater that share, the more unequal is the distribution of income. These two simple indices of inequality are often used in the literature.

An interesting but less well-known index of inequality is given by the proportion of total income that would need to be reallocated across the population to achieve perfect equality in income. This proportion is given by the maximum value of $p - L(p)$, which is attained where the slope of $L(p)$ is 1 (i.e., at $L(p = F(\mu))$. It is therefore equal to $F(\mu) - L(F(\mu))$. This index is usually called the Schutz coefficient.

Mean-preserving equalizing transfers of income are often called Pigou-Dalton transfers. In money-metric terms, they involve a marginal transfer of $1, say, from a richer person (of percentile $r$, say) to a poorer person (of percentile $q < r$) that keeps total income constant. All indices of inequality which do not increase (and sometimes fall) following any such equalizing transfers are said to obey the Pigou-Dalton principle of transfers. These equalizing transfers also have the consequence of moving the Lorenz curve unambiguously closer to the line of perfect equality. This is because such transfers do not affect the value of $L(p)$ for all $p$ up to $q$ and for all $p$ greater than $r$, but they increase $L(p)$ for
all \( p \) between \( q \) and \( r \).

Hence, let the Lorenz curve \( L_B(P) \) of a distribution \( B \) be everywhere above the Lorenz curve \( L_A(P) \) of a distribution \( A \). We can think of \( B \) as having been obtained \( A \) through a series of equalizing Pigou-Dalton transfers applied to an initial distribution \( A \). Hence, inequality indices which obey the principle of transfers will unambiguously indicate more inequality in \( A \) than in \( B \). We will come back to this important result in Chapter 11 when we discuss how to make ethically robust comparisons of inequality.

### 4.2 Gini indices

If all had the same income, the cumulative percentage of total income held by any bottom proportion \( p \) of the population would also be \( p \). The Lorenz curve would then be \( L(p) = p \): population shares and shares of total income would be identical. A useful informational content of a Lorenz curve is thus its distance, \( p - L(p) \), from the line of perfect equality in income. Compared to perfect equality, inequality removes a proportion \( p - L(p) \) of total income from the bottom \( 100 \times p \% \) of the population. The larger that "deficit", the larger the inequality of income.

If we were then to aggregate that deficit between population shares and income shares in income across all values of \( p \) between 0 and 1, we would get half the well-known Gini index:

\[
\text{Gini index of inequality} = \frac{1}{2} \int_0^1 (p - L(p)) \, dp. \tag{4.7}
\]

The Gini index implicitly assumes that all "share deficits" across \( p \) are equally important. It thus computes the average distance between cumulated population shares and cumulated income shares.

#### 4.2.1 Linear inequality indices and S-Gini indices

One can, however, also think of other weights to aggregate the distance \( p - L(p) \). The class of linear inequality indices is given by applying percentile-dependent weights to those distances. Let those weights be defined by \( \kappa(P) \). A popular one-parameter functional specification for such weights is given by

\[
\kappa(p; \rho) = \rho(\rho - 1)(1 - p)^{(\rho-2)} \tag{4.8}
\]

and depends on the value of a single "ethical" parameter \( \rho \). That parameter must be greater than 1 for the weights \( \kappa(P; p) \) to be positive everywhere. The shape of \( \kappa(p; \rho) \) is shown on Figure 4.2 for values of \( \rho \) equal to 1.5, 2 and 3. The larger the value of \( \rho \) the larger the value of \( \kappa(P; \rho) \) for small \( p \).

---
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Figure 4.2: The weighting function \( \kappa(p; \rho) \)
Using (4.8) then gives what is called the class of S-Gini (or "Single-Parameter" Gini) inequality indices, $I(\rho)^3$.

\[
I(\rho) = \int_0^1 (p - L(p))\kappa(p; \rho)dp.
\] (4.9)
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Note$^4$ that $I(2)$ is the standard Gini index. This is because $\kappa(p; \rho = 2) \equiv 2$, which then gives equal weight to all distances $p - L(p)$. When $1 < \rho < 2$, relatively more weight is given to the distances occurring at larger values of $p$, as shown by Figure 4.2. Conversely, when $\rho > 2$, relatively more weight is given to the distances found at lower values of $p$. Changing $\rho$ thus changes the "ethical"
concern which is felt for the "share deficits" at various cumulative proportions of the population.

Let $\omega(p; \rho)$ be defined as

$$\omega(p; \rho) = \int_p^1 \kappa(q, \rho) dq = \rho (1 - p)^{\rho - 1}. \quad (4.10)$$

The shape of $\omega(p; \rho)$ is shown on Figure 4.3 for $\rho$ equal to 1.5, 2 and 3. Note that $\omega(p; \rho) > 0$ and that $d\omega(p; \rho)/dp < 0$ when $\rho > 1$. Since $\int_0^1 \omega(p; \rho) dp = 1$ for any value of $\rho$ the area under each of the three curves on Figure 4.3 equals 1 too. Using (4.10) and integrating by parts equation (4.9), we can then show that $^5$:

$$I(p) = \frac{1}{\mu} \int_0^1 (\mu - Q(p)) \omega(p; \rho) dp. \quad (4.11)$$

This says that $I(p)$ weights deviations of incomes from the mean by weights which fall with the ranks of individuals in the population. Since, in equation (4.11), $I(p)$ is a (piece-wise) linear function of the incomes $Q(p)$, it is a member of the class of linear inequality measures, a feature which will prove useful later in measuring progressivity and vertical equity. The usual Gini index is then given simply by:

$$I(\rho = 2) = \frac{2}{\mu} \int_0^1 (\mu - Q(p))(1 - p) dp. \quad (4.12)$$

Yaari (1988) defines "an indicator for the policy maker's degree of equality mindedness at $p$" as $-\omega^{(1)}(p; \rho)/\omega(p; \rho)$, where $\omega^{(1)}(p; \rho)$ is the first-order derivative of $\omega(p; \rho)$ with respect to $p$. This indicator thus captures the speed at which the weights $\omega(p; \rho)$ decrease with the ranks $p$. It gives:

$$\frac{-\partial \omega(p; \rho)/\partial p}{\omega(p; \rho)} = (\rho - 1)(1 - p)^{-1}. \quad (4.13)$$

Thus, the local degree of "equality mindedness" for $\omega(p; \rho)$ is a proportional function of the single parameter $\rho$. As definition (4.13) makes clear, this degree of inequality aversion is defined at a particular rank $p$ in the distribution of income, independently of the precise value that income takes at that rank. The larger the value of $\rho$, the larger the local degree of equality mindedness, and the faster the fall of the weights $\omega(p; \rho)$ with an increase in the rank $p$. Therefore, the greater the value of $\rho$, the more sensitive is the social decision-maker to differences in ranks when it comes to granting ethical weights to individuals.
The functions $\kappa(p; \rho)$ and $\omega(p; \rho)$ can also be given an interpretation in terms of densities of the poor. Assume that $r$ individuals are randomly selected from the population. The probability that the income of all of these $r$ individuals will exceed $Q(p)$ is given by $[1 - F(Q(p))]^r$. The probability of finding an income below $Q(p)$ in such samples is then $1 - [1 - F(Q(p))]^r = 1 - [1 - p]^r$. $1 - [1 - p]^r$ is thus the distribution function of the lowest income in samples of $r$ individuals. The density of the lowest income rank in a sample of $r$ randomly selected incomes is the derivative of that distribution with respect to $p$, which is

$$r (1 - p)^{r-1}. \quad (4.14)$$

This helps interpret the weights $\kappa(p; \rho)$ and $\omega(p; \rho)$. By equation (4.8), $\kappa(P; \rho)$ is $\rho$ times the density of the lowest income in a sample of $\rho - 1$ randomly selected individuals; analogously, by equation (4.10), $\omega(p; \rho)$ is the density of the lowest income in a sample of $\rho$ randomly selected individuals.

We might be interested in determining the impact of some inequality-changing process on the inequality indices of type (4.11). One such process that can be handled nicely spreads income away from the mean by a proportional factor $\lambda$, and thus corresponds to some form of bi-polarization of incomes away from the mean (loosely speaking). This bi-polarization process is equivalent to adding $(\lambda - 1)(Q(p) - \mu)$ to $Q(p)$, since

$$\mu - \left(\frac{Q(p) + (\lambda - 1)(Q(p) - \mu)}{\text{increased bi-polarization}}\right) = \lambda (\mu - Q(p)) \quad (4.15)$$

does indeed spread income away from the mean by a proportional factor $\lambda$. As can be checked from equation (4.11), this changes $I(p)$ proportionally by $\lambda$:

$$\frac{\partial I(\rho)}{\partial \lambda} = \lambda I(\rho). \quad (4.16)$$

Equation (4.16) also says that the elasticity of $I(p)$ with respect to $\lambda$, when $\lambda$ equals 1 initially, is equal to 1 whatever the value of the parameter $\rho$:

$$\frac{\partial I(\rho)}{\partial \lambda} / I(\rho) = \lambda$$

Such bi-polarization away from the mean is also equivalent to a process that increases the distance $p - L(p)$ by a factor $\lambda$. That this gives the same change in $I(p)$ can be checked from equation (4.9). This bi-polarization process thus increases the deficit $p - L(p)$ between population shares $p$ and income shares $L(p)$ by a constant factor $\lambda$ across all $p$. We will see later in Chapter 12 how this distance-increasing process leads to a nice illustration of the possible impact of changes in inequality on poverty.

As shown on Figure 4.3 and in equation 4.11, the larger the value of $\rho$, the greater the weight given to the deviation of low incomes from the mean. When $\rho$ becomes very large, the index $I(p)$ equals the proportional deviation from the mean of the lowest income. When $\rho = 1$, the same weight $\omega(p; \rho = 1) \equiv 1$ is given to all deviations from the mean, which then makes the inequality index $I(\rho = 1)$ always equal to 0, regardless of the income distribution under consideration. Thus, S-Gini indices range between 0 (when all incomes are equal to the mean or when the ethical parameter $\rho$ is set to 1) and 1 (when total income is concentrated in the hands of only one individual, or when $\rho$ is large and the lowest income is close to 0). Since the Lorenz curve moves towards $p$ when a Pigou-Dalton equalizing transfer is implemented, the value of the S-Gini indices also naturally decreases with such transfers.

Hence, $\rho$ is a parameter of "inequality aversion" that captures our concern for the deviation of
quantiles from the mean at various ranks in the population. In this sense, it is analogous to the parameter \( \varepsilon \) of relative inequality aversion which we will discuss below in the context of the Atkinson indices. For the standard Gini index of inequality, we have that \( \rho = 2 \) and thus that \( \omega(p; \rho = 2) = 2(1-p) \); hence in assessing the standard Gini, the weight on the deviation of one's income from the mean decreases linearly with one's rank in the distribution of income. In a discrete formulation, the weights \( \omega(p; \rho) \) take the form of:

\[
\omega(p_i; \rho) = \frac{(n - i + 1)^\rho - (n - i)^\rho}{n^{\rho-1}}. \tag{4.17}
\]

### 4.2.2 Interpreting Gini indices

The S-Gini indices can also be shown to be equal to the covariance formula

\[
I(\rho) = \frac{-\text{cov} \left( Q(p), \rho (1 - p)^{(\rho-1)} \right)}{\mu}, \tag{4.18}
\]

a formula which can simplify their computation with common spreadsheet or statistical softwares. The traditional Gini is then simply:

\[
I(\rho = 2) = \frac{2 \text{cov}(Q(p), p)}{\mu} \tag{4.19}
\]

and is just a proportion of the covariance between incomes and their ranks. Note here the interesting analogy of (4.19) with the variance, given by

\[
\text{var}(Q(p)) = \text{cov}(Q(p), Q(p)). \tag{4.20}
\]

A further useful interpretive property of the standard Gini index is that it equals half the mean-normalized average distance between all incomes:

\[
I(\rho = 2) = \frac{\int_0^1 \int_0^1 |Q(p) - Q(q)| \, dp \, dq}{2 \mu}. \tag{4.21}
\]

Thus, if we find that the Gini index of an income distribution equals 0.4, then we know that the average distance between the incomes of that distribution is of the order of 80% of the mean. Again, note the interesting link of (4.21) with another definition of the variance, which is

\[
\text{var}(Q(p)) = 0.5 \int_0^1 \int_0^1 |Q(p) - Q(q)|^2 \, dp \, dq.
\]

The Gini index can also be computed as the integral of a simple transformation of the familiar cumulative distribution function. Recall that \( F(y) \) and \( 1 - F(y) \) are simply the proportions of individuals with incomes below and above \( y \). If we integrate the product of these proportions across all possible values of \( y \), we again obtain the Gini coefficient:

\[
I(\rho = 2) = \frac{\int F(y) (1 - F(y)) \, dy}{\mu}, \tag{4.22}
\]

Note also that \( F(y)(1 - F(y)) \) is largest at \( F(y) = 0.5 \), which also explains why the Gini index is often said to be most sensitive to changes in incomes occurring around the median income.

Now suppose that society can be split into two classes, and that income is equally distributed within each class.
1 Assume that those in the first class hold no income. The Gini index of the total population is then given by the population share of that zero-income class.

2 Assume that the population share of each group is 0.5. The Gini index of the total population is then given by $0.5 - L(0.5)$. In other words, the income share of the bottom class is 0.5 minus the Gini coefficient.

3 Assume that the population share of each group is again 0.5. Denote the incomes of those in the richer class by $y_R$ and of those in the poorer class by $y_P$. We then have:

$$\frac{y_R}{y_P} = \frac{0.5 + I(\rho = 2)}{0.5 - I(\rho = 2)},$$

or alternatively

$$I(\rho = 2) = 0.5 \left( \frac{y_R - y_P}{y_R + y_P} \right),$$

which gives a simple relationship between incomes and the Gini coefficient. For instance, if $y_R = \lambda y_P$, then the Gini index is simply $(\lambda - 1)/(2\lambda + 2)$; for $\lambda = 2$, we thus have $I(\rho = 2) = 1/6$.

### 4.2.3 Gini indices and relative deprivation

A final interesting interpretation of the Gini index is in terms of relative deprivation, which has been linked in the sociological and psychological literature to subjective well-being, social protest and political unrest. Runciman (1966) defines it as follows:

The magnitude of a relative deprivation is the extent of the difference between the desired situation and that of the person desiring it (as he sees it), (p.10)

Sen (1973), Yitzhaki (1979) and Hey and Lambert (1980) follow Runciman's lead to propose for each individual an indicator of relative deprivation that measures the distance between his income and the income of all those relative to whom he feels deprived. For instance, let the relative deprivation of an individual with income $Q(p)$, when comparing himself to another individual with income $Q(q)$, be given by:

$$\delta(p, q) = \begin{cases} 
0, & \text{if } Q(p) \geq Q(q), \\
Q(q) - Q(p), & \text{if } Q(p) < Q(q). 
\end{cases}$$

The expected relative deprivation of an individual at rank $p$ is then $\bar{\delta}(p)$:

$$\bar{\delta}(p) = \int_0^1 \delta(p, q) dq.$$  

As we did for the "shares deficits" above, we can aggregate the relative deprivation at every percentile $p$ by applying the weights $\kappa(p; \rho)$. We can show that this gives the S-Gini indices of inequality:

\[I(\rho) = \frac{1}{\rho \mu} \int_0^1 \bar{\delta}(p) \kappa(p; \rho) dp.\]
Hence, the S-Gini indices are also a weighted average of the average relative deprivation felt in a population. By equations (4.8), (4.14) and (4.27), they equal the expected relative deprivation of the poorest individual in a sample of $\rho - 1$ randomly selected individuals. The greater the value of $\rho$ the more important is the relative deprivation of the poorer in computing $I(\rho)$.

### 4.3 Social welfare and inequality

We now introduce the concept of a social welfare function. Unlike relative inequality, which considers incomes relative to the mean, social welfare aggregates absolute incomes. We will see that under some popular conditions on the shape of social welfare functions, the measurement of inequality and social welfare can often be nicely linked and integrated, and that the tools used for the two concepts are then similar. This will explain why some inequality indices are sometimes called "normative".

The social welfare functions we consider take the form of:

$$W = \int_{0}^{1} U(Q(p))\omega(p)dp, \quad (4.28)$$

where for expositional simplicity we restrict $\omega(p)$ to be of the special form $\omega(p;\rho)$ defined by equation (4.10). $U(Q(p))$ is a "utility function" of income $Q(p)$. Social welfare is then the expected utility of the poorest individual in a sample of $(\rho - 1)$ individuals.

Another requirement that we wish to impose on the form of $W$ is that it be homothetic. Homotheticity of $W$ is analogous to the requirement for consumer utility functions that the expenditure shares of the different consumption goods be constant as income increases, or the requirement for production functions that the ratios of the marginal products of inputs stay constant as output is increased. For social welfare measurement, homotheticity implies that the ratio of the marginal social utilities (the marginal utility being given by $U'(Q(p))\omega(p)$) of any two individuals in a population stays the same when all incomes are changed by the same proportion. For (4.28) to be homothetic, we need $U(Q(p))$ to take the popular form of $U(Q(p);\epsilon)$, which is defined as

$$U(Q(p);\epsilon) = \begin{cases} 
Q(p)^{1-\epsilon}, & \text{when } \epsilon \neq 1 \\
\ln Q(p), & \text{when } \epsilon = 1.
\end{cases} \quad (4.29)$$

Hence, $W$ in equation (4.28) will depend on the parameters $\rho$ and on $\epsilon$ and we will denote this as $W(\rho,\epsilon)$$^2$:

$$W(\rho, \epsilon) = \int_{0}^{1} U(Q(p);\epsilon)\omega(p;\rho)dp. \quad (4.30)$$

Homotheticity of a social welfare function has an important advantage: the social welfare function can then easily be used to measure relative inequality. To see how this can be done, define $\xi(\rho, \epsilon)$ as the equally distributed income that is equivalent, in terms of social welfare, to the actual distribution of income. We will refer to $\xi$ as the EDE income, the equally distributed equivalent income. $\xi(\rho,\epsilon)$ is implicitly defined as:

$$\int_{0}^{1} U(\xi(\rho,\epsilon);\epsilon)\omega(p;\rho)dp \equiv \int_{0}^{1} U(Q(p);\epsilon)\omega(p;\rho)dp. \quad (4.31)$$
Since \( \int_0^1 \omega(p; \rho) dp = 1 \), \( \xi(\rho, \epsilon) \) is also such that

\[
U(\xi(\rho, \epsilon); \epsilon) = \int_0^1 U(Q(p); \epsilon) \omega(p; \rho) dp,
\]

or, alternatively,

\[
\xi(\rho, \epsilon) = U(1, \epsilon) \left( \int_0^1 U(Q(p)) \omega(p; \rho) dp \right) = U(1) W(\rho, \epsilon),
\]

where \( U(1) \) is the inverse utility function:

\[
U(1)(x) = \begin{cases} (1 - \epsilon)x^{1 - \epsilon}, & \text{when } \epsilon \neq 1, \\ \exp(x), & \text{when } \epsilon = 1. \end{cases}
\]

The index of inequality \( I \) corresponding to the social welfare function \( W \) is then defined as the distance between the EDE and the mean incomes, expressed as a proportion of mean income:

\[
I = \frac{\mu - \xi}{\mu} = 1 - \frac{\xi}{\mu}.
\]

Using \( \xi(\rho, \epsilon) \) in (4.35) gives \( I(\rho, \epsilon) \): \( I(\rho, \epsilon) = 1 - \xi(\rho, \epsilon)/\mu \).

Clearly, then, the EDE income is a simple function of average income and inequality, with

\[
\xi = \mu \cdot (1 - I).
\]

---
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Compared to \( W \), \( \xi \) has the advantage of being money metric and thus of being easily interpreted. It can, for instance, be compared to other economic indicators that are also expressed in money-metric terms.

To increase social welfare, we can either increase \( \mu \) or we can increase equality of income \( 1 - I \) by decreasing inequality \( I \). Two distributions of income can display the same social welfare even with different average incomes if these differences are offset by differences in inequality. This is shown in Figure 4.4, starting initially with two different levels of mean income \( \mu_0 \) and \( \mu_1 \) and common zero inequality. We then have that \( \xi = \mu_0 \) and \( \xi = \mu_1 \). To preserve the same level of social welfare in the presence of inequality, mean income must be higher: this is shown by the positive slope of the constant \( \xi \) functions. Furthermore, as inequality becomes larger, further increases in \( I \) must be matched by higher and higher increases in mean income for social welfare not to fall.

Defined as in (4.35), inequality has an interesting interpretation: it measures the difference between

- the mean level of actual income
- and the (lower) level that would instead be needed to achieve the same level of social
welfare were income distributed equally across the population.

This difference being expressed as a proportion of mean income, \( I \) thus shows the *per capita* proportion of income that is "wasted" in social welfare terms because of its unequal distribution. Society as a whole would be just as well-off with an equal distribution of a proportion of just \( 1 - I \) of total actual income. \( I \) can thus be interpreted as a unit-free indicator of the social cost of inequality.

Let a distribution \( B \) of income be a proportional re-scaling of a distribution \( A \). In other words, for a constant \( \lambda > 0 \), let \( QB(P) = \lambda QA(P) \) for all \( p \). If the social welfare function used for the computation of \( I \) is homothetic, it must be that \( IA = IB \). This is illustrated in Figure 4.5 for the case of two incomes \( y_1^A \) and \( y_2^A \) for an initial distribution \( A \), and two incomes \( y_1^B \) and \( y_1^B \) for a "scaled-up" distribution \( B \) (since \( \lambda > 1 \)). Social welfare in \( A \) is given by \( W_A \). The social indifference curve \( W_A \) shown in Figure 4.5 also depicts the many other combinations of incomes that would yield the same level of social welfare. The combinations at point \( F \) correspond to a situation of equality of income where both individuals enjoy \( \xi_A \). \( \xi_A \) is therefore the equally distributed income that is socially equivalent to the distribution \( (y_1^A, y_2^A) \).

The average income in \( A \) is given by \( \mu_A \), which leads to point \( G = (\mu_A, \mu_A) \) in Figure 4.5. Hence two distributions of income, one made of the vector \( (y_1^A, y_2^A) \) and the other of the vector \( (\xi_A, \xi_A) \), generate the same level \( W_A \) of social welfare, the first with an unequally distributed average income \( \mu_A \) and the other with an equally distributed average income \( \xi_A \). Hence, the vertical (or horizontal) distance between point \( F \) and point \( G \) in Figure 4.5 can be understood as the "cost of inequality" in \( A \)'s distribution of income. Taking that distance as a proportion of \( \mu_A \) (see equation (4.35)) gives the index of inequality \( I_A \).

That \( y_1^B = \lambda y_1^A \) and \( y_2^B = \lambda y_2^A \) for the same \( \lambda \) can be seen from the fact that the two vectors of income lie along the same ray from the origin. If the function \( W \) is homothetic, then inequality in \( A \) must be the same as inequality in \( B \). In other words, the distance between points \( D \) and \( E \) as a proportion of the distance \( OE \) must be the same as the distance between points \( F \) and \( G \) as a proportion of the distance \( OG \).

**4.4 Social welfare**

**4.4.1 Atkinson indices**

Two special cases of \( W(\rho, \varepsilon) \) are of particular interest in assessing social welfare and relative inequality. The first is when income ranks are not important *per se* in computing social welfare: this is obtained with \( \rho = 1 \), and it yields the well-known Atkinson additive social welfare function, \( W(\varepsilon) \):

\[
W(\varepsilon) = W(\rho = 1, \varepsilon) = \int_0^1 U(Q(p); \varepsilon) \ dp. \tag{4.37}
\]

This Atkinson social welfare function has had two major interpretations: 1) first, as a utilitarian social welfare function, where \( U(Q(p); \varepsilon) \) is an individual utility function displaying decreasing marginal utilities of income, and 2) second, as a concave social evaluation of a concave individual utility of income.

It can be argued, however, that "it is fairly restrictive to think of social welfare as a sum of individual
welfare components", and that one might feel that "the social value of the welfare of individuals should depend crucially on the levels of welfare (or incomes) of others" (Sen 1973, pp.30 and 41). The unrestricted form $W(\rho, \varepsilon)$ allows for such interdependence and may therefore be thought more flexible than the Atkinson additive formulation. In the light of the above, we can indeed interpret $W(\rho, \varepsilon)$ as the expected utility of the poorest individual in a group of $\rho$ randomly selected individuals, or the expected social valuation of the utility of such individuals. This interpretation of the social evaluation function $W(\rho, \varepsilon)$ confirms why it is not additive or separable in individual welfare: the social welfare weight on $U(Q(p); \varepsilon)$ depends on the rank $p$ of the individual in the whole distribution of income. It is only when $\varepsilon = 1$ that $W(\rho, \varepsilon)$ gives the average utility $U(Q(p); \varepsilon)$ weighted by a function of ranks.

The parameter $\varepsilon$ is thus usually called the Atkinson parameter of relative inequality aversion.

Figure 4.8 illustrates graphically the link between the Atkinson social evaluation functions $W(\varepsilon)$ and their associated inequality indices. For this, suppose a population of only two individuals, with incomes $y_1$ and $y_2$ as shown on the horizontal axis. Mean income is given by $\mu = (y_1 + y_2)/2$ (the middle point between $y_1$ and $y_2$). The utility function $U(y; \varepsilon)$ has a positive but decreasing slope. $W(\varepsilon)$ is then given by $(U(y_1) + U(y_2))/2$, the average height of $U(y_1)$ and $U(y_2)$.

If equally distributed, a mean income of $\xi$ would be sufficient to generate that same level of social welfare, since on Figure 4.8 we have that $W(\varepsilon) = U(\xi; \varepsilon)$. The cost of inequality is thus given by the distance between $\mu$ and $\xi$, shown as $C$ on Figure 4.8. Inequality is the ratio $C/\mu$.

Graphically, the more "concave" the function $U(y; \varepsilon)$, the greater the cost of inequality and the greater
the inequality indices $I(\varepsilon)$. This can be seen on

---
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Figure 4.9 where two functions $U(y; \varepsilon)$ have been drawn, with different relative inequality aversion parameters $\varepsilon^0 < \varepsilon^1$. We have that $W(\xi) = U(\xi^0; \varepsilon^0)$ and $W(\tilde{\xi}) = U(\xi^1; \varepsilon^1)$. The difference in relative inequality aversion parameters nevertheless leads to $\xi^0 > \xi^1$, and therefore to $I(\varepsilon^0) < I(\varepsilon^1)$. A specification with greater inequality aversion leads to a greater inequality index, and to the judgement that inequality costs socially a greater proportion of average income.

4.4.2 S-Gini social welfare indices

The second special case of $W(\rho; \varepsilon)$ is obtained when the utility functions $U(Q(p); \varepsilon)$ are linear in the levels of income, and thus when $\varepsilon = 0$. This yields the class of S-Gini social welfares-gini functions, $W(\rho)_{12}$:

$$W(\rho) = W(\rho, \varepsilon = 0) = \int_0^1 Q(p)\omega(p; \rho) dp.$$  \hspace{1cm} (4.40)

Social welfare is then the expected income of the poorest individual in a group of $\rho$ randomly selected individuals. By (4.33), this is also the EDE income. Hence, the associated inequality indices are given by:

$$I(\rho, \varepsilon = 0) = 1 - \frac{\int_0^1 Q(p)\omega(p; \rho) dp}{\mu}$$ \hspace{1cm} (4.41)

$$= \frac{\int_0^1 (\mu - Q(p))\omega(p; \rho) dp}{\mu}$$ \hspace{1cm} (4.42)

which is seen by (4.11) to be the same as the S-Gini inequality indices $I(\rho)$. Hence, social welfare and the EDE income equal per capita income corrected by the extent of relative deprivation in those incomes:

$$W(\rho) = \mu - \frac{1}{\rho} \int_0^1 \bar{\alpha}(p)\kappa(p; \rho) dp.$$ \hspace{1cm} (4.43)

4.4.3 Generalized Lorenz curves

A useful curve for the analysis of the distribution of absolute incomes is the Generalized Lorenz curve. It is defined as $GL(p)_{13}$:

$$GL(p) = \mu \cdot L(p) = \int_0^p Q(q) dq,$$ \hspace{1cm} (4.44)

and is illustrated on Figure 4.10. The Generalized Lorenz curve has all of the attributes of the Lorenz curve, except for the fact that it does not normalize.
incomes by their mean. $GL(p)$ gives the absolute contribution to per capita income of the bottom $p$ proportion (the 100$p%$ poorest) of the population. $GL(p)$ is thus also the per capita income that would be available if society could rely only on the income of the bottom $p$ proportion of the population. Assume for instance that $\mu = $20000 and that $GL(0.5) = $5000. Then, per capita income would be only $5000 if we assumed that the richest 50% of the population were suddenly to retire and earn no income... Note also that $GL(p)/p$ gives the average income of the bottom $p$ proportion of the population. In the example just provided, the average income of the 50% poorest would be $10,000, half the level of overall average income.

Combining (4.9), (4.35) and (4.40) further shows that the Generalized Lorenz curve has a nice graphical link to the S-Gini indices of social welfare:

$$ W(\rho) = \int_0^1 GL(p) \kappa(p; \rho) dp. \quad (4.45) $$

### 4.5 Statistical and descriptive indices of inequality

A popular descriptive index of inequality is the quantile ratio. This is simply the ratio of two quantiles, $Q(p2)/Q(p1)$ using percentiles $p1$ and $p2$\[^{14}\]. Popular values of $p1$ and $p2$ include $p1 = 0.25$ and $p2 = 0.75$ (the quartile ratio), as well as $p1 = 0.10$ and $p2 = 0.90$ (the decile ratio). Note that these values of $p1$ and $p2$ are often reversed. Median income is also a popular choice for $Q(p1)$. Observe also that these ratios are by definition insensitive to changes that affect quantiles other than $Q(p1)$ and $Q(p2)$. Moreover, none of them is consistent with Lorenz inequality orderings: it can be that the Lorenz curve for a distribution $A$ is always above that of distribution $B$, but that quantile ratios suggest that $B$ has less inequality than $A$. For inequality analysis, an arguably better choice for normalizing $Q(p2)$ is mean income — an index such as $Q(p2)/\mu$ can indeed be shown to be consistent with first-order (restricted) inequality dominance (we discuss this in Chapter 11).

The coefficient of variation is the ratio of the standard deviation to the mean of income. It is given by\[^{15}\]:

$$ \frac{\sqrt{\int_0^1 (Q(p) - \mu)^2 dp}}{\mu} = \sqrt{\int_0^1 (Q(p)/\mu - 1)^2 dp} \quad (4.46) $$

and is therefore a function of the squared distance between incomes and the mean.

\[^{14}\]DAD: Inequality|Quantiles Ratio.

\[^{15}\]DAD: Inequality|Coefficient of Variation.

Two other popular measures of inequality use distances in logarithms of income. The first one, which we can call the logarithmic variance, is defined as\[^{16}\].
and the second, the variance of logarithms, as$^{17}$

$$\int_0^1 \left( \ln Q(p) - \int_0^1 \ln Q(q) dq \right)^2 dp. \quad (4.48)$$

These two last measures do not, however, always obey the Pigou-Dalton principle of transfers — that is, they will sometimes increase following a spread-reducing transfer of income between two individuals.

Finally, the relative mean deviation is the average absolute deviation from mean income, normalized by mean income$^{18}$.

$$\int_0^1 \frac{|Q(p) - \mu|}{\mu} dp. \quad (4.49)$$

Note that this measure is insensitive to transfers made between individuals whose income lies on the same side of the mean.

4.6 Decomposing inequality by population subgroups

A frequent goal is to explain the total amount of inequality in a distribution by the extent of inequality found among socio-economic groups ("intra" or "within" group inequality) and across them ("inter" or "between" group inequality). There are several ways to do this. One method uses the class of inequality indices that are exactly decomposable into terms that account for within- and between-groups inequality. Although that class can be given a justification in terms of social welfare functions, this exercise is less transparent and intuitive than for the classes of relative inequality indices considered hitherto. Another method applies the Shapley decomposition to any type of inequality indices. We discuss these two methods in turn.

4.6.1 Generalized entropy indices of inequality

For most practical purposes, we can express these decomposable inequality indices as Generalized entropy indices. We denote them as $I(\theta)^{19}$.
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$^{17}$DAD: Inequality|Variance of Logarithms.

$^{18}$DAD: Inequality|Relative Mean Deviation.

$^{19}$DAD: Inequality|Entropy Index.
Some special cases of (4.50) are worth noting. First, if we constrain $\theta$ to be no greater than 1 and let $\theta = 1 - \varepsilon$, $I(\theta)$ becomes ordinally equivalent to the family of Atkinson indices. This simply means that if an Atkinson index $I(\varepsilon)$ indicates that there is more inequality in a distribution $A$ than in a distribution $B$, then the index $I(\theta)$ with $\theta = 1 - \varepsilon$ will also necessarily indicate more inequality in $A$ than in $B$. Second, the special case $I(\theta = 0)$ gives the Mean Logarithmic Deviation, since $I(\theta = 0)$ can also be expressed as

$$\int_0^1 (\ln \mu - \ln Q(p)) \, dp,$$

that is, as the average deviation between the logarithm of the mean and the logarithms of incomes. $I(\theta = 1)$ gives the well-known Theil index of inequality. $I(\theta = 2)$ is half the square of the coefficient of variation (see (4.46)) since $I(\theta = 2)$ can be rewritten as

$$0.5 \int_0^1 \left( \frac{Q(p)}{\mu} - \mu \right)^2 \, dp.$$

Now assume that we can split the population into $K$ mutually exclusive population subgroups, $k = 1, \ldots, K$. The indices in (4.50) can then be decomposed as follows:

$$I(\theta) = \sum_{k=1}^{K} \phi(k) \left( \frac{\mu(k)}{\mu} \right)^{\theta} I(k; \theta) + \bar{I}(\theta),$$

(4.53)

where $\phi(k)$ is the proportion of the total population that belongs to subgroup $k$ and $\mu(k)$ is the mean income of subgroup $k$.

- $I(k; \theta)$ is inequality within subgroup $k$, defined in exactly the same way as in (4.50) for the total population. The first term in (4.53) can thus be interpreted as a weighted sum of the within-group inequalities in the distribution of income.

- $\bar{I}(\theta)$ is total population inequality when each individual in subgroup $k$ is given the mean income $\mu(k)$ of his subgroup (namely, when within subgroup inequality has been eliminated). $I(\theta)$ can thus be interpreted as the contribution of between-group inequality to total inequality.

Note, however, that only when $\theta = 0$ is it the case that the within-group inequality contributions do not depend on mean income in the groups; the terms $I(k; \theta = 0)$ are then strictly population-weighted. Otherwise, the within-group inequalities are weighted by weights which depend on the mean income in the subgroups $k$. Depending on the context, this can make $I(\theta = 0)$ a more attractive decomposable
index than for other values of θ.

4.6.2 A subgroup Shapley decomposition of inequality indices

This decomposition involves two steps. The first one is to decompose total inequality into global between-group and within-group contributions. The second step is to express global within-group contribution as a sum of the within-group contribution of each of the groups.

For each of these two steps, we want to assess by how much inequality would be reduced if we removed one of the "factors" that contribute to inequality. Take for instance the first step. It has two factors, within-group and between-group inequality. By how much would inequality fall if between group inequality were eliminated? One estimate would be given by the difference between initial inequality and inequality after the mean income of all groups has been equalized. Another estimate would be given by the inequality that remains once within-group inequality is removed and all that there is left is between-group inequality. These two estimates, however, will generally differ. Which one is better? Since there is no right answer to this question, an alternative is to use the average of the two estimates. Note that the first estimate gives the effect of the first factor when the second factor has not been removed, while the second estimate gives the effect of the first factor after the second factor has been eliminated.

Using the average marginal effect of removing a factor across all factor elimination sequences is what is implied by the choice of the Shapley value as a decomposition procedure. The procedure is detailed in an appendix found below in Section 4.7.

As mentioned above, applying the Shapley decomposition procedure to our sub-group inequality decomposition problem involves two steps. In the first step, we suppose that the two Shapley factors are between-group and within-group inequality. The basic rules followed to compute the marginal contribution of each of these factors are:

1. first, to eliminate within-group inequality and to calculate between-group inequality, we use a vector of incomes in which each observation is assigned the average income \( \mu(k) \) of the observation's group \( k \);
2. to eliminate between-group inequality and to calculate within-group inequality, we use a vector of incomes where each observation has its income multiplied by the ratio \( \mu(k)/\mu \) of its group \( k \).

To be more precise, let an inequality index \( I \) depend on the incomes of individuals in \( k = 1,...,K \) groups, each group with \( n(k) \) individuals. Let \( y(k) \) be the \( n(k) \)-vector of incomes of group \( k \). We want to express total inequality \( I \) as a sum of between- and within- group inequality:

\[
I(y(1),...,y(K)) = I_{\text{between}} + I_{\text{within}}. \tag{4.54}
\]

To compute the contribution of between-group inequality, we compute the fall of inequality observed when the mean incomes of the groups are equalized. This can be done either before or after within-group inequality has been removed. Hence, the Shapley contribution of between-group inequality is given by:

\[
I_{\text{between}} = 0.5 \left[ I(y(1),...,y(K)) - I(\mu/\mu(1) \cdot y(1),...,\mu/\mu(K) \cdot y(K)) + I(\mu(1) \cdot 1(1),...,\mu(K) \cdot 1(K)) - 0 \right], \tag{4.55}
\]

where \( 1(k) \) is a unit vector of size \( n_k \). The within-group contribution is then given as
\[ I_{\text{within}} = 0.5 \left( I(y(1), \ldots, y(K)) - I(\mu(1) \cdot 1(1), \ldots, \mu(K) \cdot 1(K)) + I(\mu(1)/\mu(1) \cdot y(1), \ldots, \mu(K)/\mu(K) \cdot y(K)) - 0 \right). \] (4.56)

The second step consists in decomposing total within-group inequality as a sum of within-group inequality across groups. To do this, we proceed by replacing the incomes of those in a group \( k \) by \( \mu(k) \) in order to eliminate group \( k \)'s contribution to total within-group inequality. The fall in inequality induced by this equalization of incomes is the contribution of group \( k \) to total within-group inequality. We compute this for each group. Given that this computation depends on the sequence ordering of the groups, we compute the average contribution of a group \( k \) over all possible orderings of groups. This gives the Shapley value of group \( k \)'s contribution to total within-group inequality.
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To formalize this, suppose that there are only two groups, \( k = 1, 2 \). The first group's contribution to total within-group inequality is given as

\[
\begin{align*}
&0.25 \left( I(y(1), y(2)) - I(\mu(1) \cdot 1(1), y(2)) + I(\mu(1), y(1), \mu(2)) \right) \\
&+ I(\mu(2) \cdot 1(2)) - I(\mu(1) \cdot 1(1), \mu(2) \cdot 1(2)) \\
&+ I(\mu(1)/\mu(1) \cdot y(1), \mu(2)/\mu(2) \cdot y(2)) - I(\mu(1), \mu(2) \cdot y(2)) \\
&+ I(\mu(1)/\mu(2) \cdot y(1), \mu(1) \cdot 1(2)) - I(\mu(1) \cdot 1(1), \mu(1) \cdot 1(2))
\end{align*}
\] (4.57)

and symmetrically for the second group.

### 4.7 Appendix: the Shapley value

The Shapley value is a solution concept often employed in the theory of cooperative games. Consider a set \( S \) of \( s \) players who must divide some surplus among themselves. The question to resolve is: how can we divide the surplus between the \( s \) players? To see how, suppose that the \( s \) players can form coalitions \( S \) (these coalitions are subsets of \( S \)) to extract a part of the surplus and redistribute it between their \( \sigma \) members. Suppose that the function \( V \) determines the extracting force of the coalition, viz, that amount of the surplus that it can extract without resorting to an agreement with those players that are outside of the coalition. The value of an additional player \( I \) in a coalition \( S \) is given by

\[
MV(S, i) = V(S \cup \{i\}) - V(S).
\] (4.58)

The term \( MV(S, i) \) equals the marginal value added by player \( i \) after his adhesion to the coalition \( S \). What will then be the expected marginal contribution of player \( i \) over the different possible coalitions that can be formed and which he can join? Note that the number of possible permutations of the \( s \) players equals \( s! \). Note also that the size of coalitions \( S \) is limited to \( \sigma \in \{0, 1, \ldots, s - 1\} \). Out of \( s! \) possible permutations of players, the number of times that the same first \( \sigma \) players are located in a same coalition \( S \) is given by the number of possible permutations of the \( \sigma \) players in coalition \( S \) that is, by \( \sigma! \). For every permutation in the coalition \( S \) we find \( (s - \sigma - 1)! \) permutations for the players that complement the coalition \( S \) (excluding player \( i \)). The Shapley value gives the expected marginal value that player \( i \) generates after his adhesion to a coalition \( S \) of any possible size \( \sigma \). It is thus given by:
This decomposition procedure has two useful properties. The first is symmetry, ensuring that the contribution of each factor is independent of the order in which it appears in the initial list or sequence of factors. The second property is exactness and additivity, from which the total surplus is given by \( \sum_{i=1}^{S} C_i \).

For decompositions of inequality or poverty indices, say, applying a Shapley procedure consists in computing the marginal effect on such indices of removing each contributing factor (between or within group inequality, inequality in income component, differences in mean income, etc.) in a given sequence of elimination. Repeating the computation for all possible elimination sequences, we estimate the mean of the marginal effects for each factor. This mean provides the contribution of each such factor. The contribution of all factors yield an exact, additive decomposition of distributive indices and variations in them into \( s \) contributions.

### 4.8 References


The Shapley value was introduced by Shapley (1953). See also Owen (1977) for how a two-stage decomposition procedure can be applied to the Shapley value, as well as Shorrocks (1999) and Chantreuil and Trannoy (1999) for its use in distributive analysis.
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Chapter 5
MEASURING POVERTY

5.1 Poverty indices

Two approaches have been used to devise cardinal indices of poverty. The first uses the concept of equally distributed equivalent (EDE) incomes, and applies it to distributions whose incomes have been censored at the poverty line. It then compares those EDE incomes to the poverty line. The second approach transforms incomes and the poverty line into poverty gaps, and aggregates these gaps using social-welfare like functions. We look at these two approaches in turn.

5.1.1 The EDE approach

For the EDE approach to building poverty indices, we start with the distribution of income $Q(p)$. Since, for poverty comparisons, we want to focus on those incomes that fall below the poverty line (the "focus axiom"), the incomes $Q(p)$ are censored at the poverty line $z$ to give $Q^*(p; z)$. The censored incomes are then aggregated using one of the many social welfare functions that have been proposed in the literature, such as the Atkinson or S-Gini ones. A poverty index is obtained by taking the difference between the poverty line and the EDE income. For instance, for the social welfare functions proposed in section 4.3, this procedure leads to the following class of poverty indices:

$$P(z; \rho, \varepsilon) = z - \xi^*(z; \rho, \varepsilon)$$

(5.1)

where $\xi^*(z; \rho, \varepsilon)$ is the EDE income of the distribution of censored income $Q^*(p; z)$ and where we need $\rho \geq 1$ and $\varepsilon \geq 0$ for the Pigou-Dalton transfer principle not to be violated. $P(z; \rho, \varepsilon)$ can then be interpreted as the "socially representative" or EDE poverty gap.

Examples of such poverty indices include a transformation of the Clark, Hemming and Ulph's (CHU) second class of poverty indices, given by $P(z; \varepsilon) = P(z; \rho = 1, \varepsilon)^\perp$: 

\[\text{http://www.idrc.ca/openebooks/229-5/}\]
The CHU indices are then obviously closely related to the Atkinson social welfare and inequality indices. When \( \varepsilon = 1 \), the CHU poverty index is also the EDE poverty gap corresponding to the Watts poverty index, an index which is defined as 2:

\[
P(z; \varepsilon) = \begin{cases} 
  z - \left( \int_0^1 Q^*(p; z)^{(1-\varepsilon)} dp \right)^{\frac{1}{1-\varepsilon}}, & \text{when } \varepsilon \neq 1, \\
  z - \exp \left( \int_0^1 \ln(Q^*(p; z)) dp \right), & \text{when } \varepsilon = 1.
\end{cases} \tag{5.2}
\]

The CHU indices are then obviously closely related to the Atkinson social welfare and inequality indices. When \( \varepsilon = 1 \), the CHU poverty index is also the EDE poverty gap corresponding to the Watts poverty index, an index which is defined as 2:

\[
PW(z) = \int_0^1 \ln \left( \frac{z}{Q^*(p; z)} \right) dp. \tag{5.3}
\]

For \( 0 \leq \varepsilon < 1 \), the CHU indices also correspond to the EDE poverty gap of the class of poverty indices proposed by Chakravarty, \( PC(z; \varepsilon) \):

\[
PC(z; \varepsilon) = 1 - \int_0^1 \left( \frac{Q^*(p; z)}{z} \right)^{1-\varepsilon} dp, \quad 0 \leq \varepsilon < 1. \tag{5.4}
\]

Moreover, if we choose \( \varepsilon = 0 \) for the class of indices defined in (5.1), we obtain the class of S-Gini indices of poverty, \( P(z; \rho)^3 \):

\[
P(z; \rho) = P(z; \rho, \varepsilon = 0) = z - \int_0^1 Q^*(p; z) \omega(p; \rho) dp. \tag{5.5}
\]

\( P(z; \rho = 2) \) is then a "Gini-like" index of poverty.

### 5.1.2 The poverty gap approach

The second approach to constructing poverty indices uses the distribution of poverty gaps, \( g(p; z) = z - Q^*(p; z) \). Once this distribution is known, no other use of the poverty line is needed for the aggregation of poverty. Because of this, the poverty gap approach to constructing poverty indices is slightly more restrictive and also puts more structure on the shape of the allowable poverty indices than the previous EDE approach. After the distribution of poverty gaps has been computed, we may use aggregating functions analogous to those used in Section 4.3 for the analysis of social welfare. Like social welfare functions, \( \omega(p; \rho) \), where we normally want an increase in someone's income to increase social welfare, we would normally wish the poverty indices to be increasing in poverty gaps. Unlike social welfare functions, however, where an equalizing Pigou-Dalton transfer would often increase the value of a social welfare function, we would typically wish a poverty index to decrease when such an equalizing transfer of income takes place.

A popular class of poverty gap indices that can obey these axioms is known as the Foster-Greer-Thorbecke (FGT) class. It differentiates its members using an ethical parameter \( \alpha \geq 0 \) and is generally
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defined as

\[ \overline{P}(z; \alpha) = \int_0^1 \left( \frac{g(p; z)}{z} \right)^\alpha dp \] (5.6)

for the normalized FGT poverty indices and as

\[ P(z; \alpha) = \int_0^1 g(p; z)^\alpha dp \] (5.7)

for the un-normalized version (which can sometimes be more useful than the more usual normalized form). Note that poverty gap indices other than the FGT ones can also be easily proposed, simply by using other aggregating functions of poverty gaps that obey some of the desirable axioms (such as that of being increasing and convex in poverty gaps) discussed in the literature.

### 5.1.3 Interpreting FGT indices

When \( \alpha = 0 \), the FGT index gives the simplest and most commonly used poverty index. It is called the poverty headcount ratio, and is simply the proportion of a population that is in poverty (those with a positive poverty gap), \( F(z) \)

The shorter expression "poverty headcount" is sometimes meant to indicate the absolute (as opposed to the relative) number of the poor in the population. Since our population size is normalized to 1 in this book, we will use the two expressions "headcount" and "headcount ratio" interchangeably.

\[ \mu^0(z) = P(z; \alpha = 1) = \int_0^1 g(p, z) dp. \] (5.8)

To see how to interpret the form of the FGT indices for general values of \( \alpha \) consider Figure 5.1. It shows the (absolute) contributions to total poverty
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\( \overline{P}(z; \alpha) \) of individuals at different ranks \( p \). These contributions are given by \( (g(p; z)/z)^\alpha \). For \( \alpha = 0 \), the contribution is a constant 1 for the poor and 0 for the rich (those whose rank exceeds \( F(z) \) on the Figure, or equivalently those whose income \( Q(p) \) exceeds \( z \)). The headcount is then the area covered by the dotted rectangle on Figure 5.1. For \( \alpha = 1 \), the contribution of someone at \( p \) equals his normalized poverty gap, \( g(p; z)/z \). Poverty is then the area underneath the \( g(p; z)/z \) curve drawn on Figure 5.1. The same reasoning is valid for higher values of \( \alpha \). For instance, the absolute contribution to \( \overline{P}(z; \alpha = 3) \) of individuals at rank \( p \) is given by \( (g(p; z)/z)^3 \) on Figure 5.1, and \( \overline{P}(z; \alpha = 3) \) equals the area underneath the \( (g(p; z)/z)^3 \) curve.
Notwithstanding the above, interpreting the numerical value of FGT indices for \( \alpha \) different from 0 and 1 can be problematic. We can easily understand what is meant by a proportion of the population in poverty or by an average poverty gap, but what, for instance, can a squared-poverty-gap index actually signify? And how to explain it to a government Minister?... A further difficulty with such indices emerges from a closer look at Figure 5.1, which indicates that the absolute contribution of poverty gaps to poverty decreases with \( \alpha \) — the contribution curves \((g(p)/z)\alpha\) move down as \(\alpha\) rises. This also implies that the normalized FGT indices necessarily fall as \(\alpha\) increases. This is paradoxical since it is usually argued that the higher the value of \(\alpha\), the greater the focus on those who suffer most "severely" from poverty. It would thus be more natural if an increase in \(\alpha\) also increased \(\bar{P}(z; \alpha)\).

**5.1.4 Relative contributions to FGT indices**

One partial solution to these interpretive problems is to switch one's focus from the absolute to the relative contribution to an FGT index of individuals with different poverty gaps. Such a relative contribution is depicted on Figure 5.2 for \( \alpha = 0, 1 \) and 2. It shows the ratio of the absolute contributions \(g_p^\alpha\) to total poverty \(P(z; \alpha)\) — these ratios are the same for normalized and unnormalized FGT indices. Since this graph shows relative contributions to total poverty, the area underneath each of the three curves must in all cases equal 1.

For \( \alpha = 0 \), each poor contributes relatively the same constant \(1/F(z)\) to the poverty headcount. The poor's relative contribution to the average poverty gap increases with their own poverty gap, as shown by the curve \(g(p)/P(z; \alpha = 1)\). That relative contribution equals 1 for those individuals whose own poverty gap is precisely equal to the average poverty gap. The rank of such individuals is given by \(F(\mu g(z))\), as is also shown on Figure 5.2. Thus, those located at \(p = F(\mu g(z))\) a poverty gap that is representative of the average poverty gap in the population. Increasing \(\alpha\) from 1 to 2 decreases the relative contribution of the not-so-poor, but inversely increases the contribution of those with the highest poverty gaps as shown by the curve \(g(p; z)/P(z; \alpha = 2)\). This then becomes consistent with the general view that, in the aggregation of individual poverty, higher values of \(\alpha\) put more emphasis on those who suffer most severely from poverty — those with lower values of \(p\) and higher values of \(g(p; z)\).

![Figure 5.1: Contribution of poverty gaps to FGT indices](image)

**5.1.5 EDE poverty gaps for FGT indices**

Figure 5.2 does not, however, solve the main interpretation problems associated with the FGT indices. As mentioned above, explaining to non-technicians or policymakers the practical meaning of FGT...
indices for general values of $\alpha$ is difficult since these indices are averages of powers of poverty gaps. They are also neither unit-free nor money-metric (except for $\alpha = 0$ and 1). An another already-mentioned difficulty is that the usual FGT indices will generally fall with an increase in the value of their poverty aversion parameter, $\alpha$.

A simple solution to these two problems is to transform the FGT indices into EDE poverty gaps. An EDE poverty gap is that poverty gap which — if it were assigned equally to all individuals — would yield the same aggregate poverty index as that which is currently observed. An EDE poverty gap can then usefully be interpreted as a socially-representative poverty gap. This transformation provides a money-metric measure of poverty which can be usefully compared across different poverty indices and/or across different values of $\alpha$. As we will see later, it also allows the analyst to determine the impact of poverty-gap inequality upon the level of poverty. For the un-normalized FGT indices, the EDE poverty gap is given simply by (for $\alpha > 0$)

$$\xi^g(z; \alpha) = [P(z; \alpha)]^{1/\alpha}. \quad (5.9)$$

For the normalized FGT indices, it is just $\xi^{-g}(z; \alpha) = \xi^g(z; \alpha)/z$. An EDE poverty gap cannot be defined for $\alpha = 0$.

Figure 5.3 shows such socially-representative poverty gaps $\xi^g(z; \alpha)$ for different values of $\alpha$. In each case, we obtain a socially-weighted money-metric indicator of the distribution of deprivation in the population. This summary aggregate indicator can also be compared to the individual distribution of poverty, given by the $g(p; z)$ curve. Those whose $g(p; z)$ exceeds $\xi^g(z; \alpha)$ experience more poverty than the socially representative average. Those exactly at $\xi^g(z; \alpha)$ are located exactly at the socially representative poverty gap. Those representative individuals are thus found at the ranks given by $F(\xi^g(z; \alpha))$, which are also shown on Figure 5.3 for different values of $\alpha$.

An important point to note is that an increase in $\alpha$ moves the socially-representative poverty gap closer to that experienced by the poorest individuals. This is since $\xi^g(z; \alpha + 1) \geq \xi^g(z; \alpha)$ for any $\alpha > 0$. (This is unlike the usual definition of the FGT indices, for which we have $P(z; \alpha + 1) \leq P(z; \alpha)$)
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for any $\alpha > 0$.) Hence, we can readily interpret increases in $\alpha$ as leading to increases in the socially-representative poverty gap, and thus in the relative weight given to the poorer of the poor. The larger the value of $\alpha$, the more important are the most severe cases of deprivation in computing a socially-representative aggregate level of poverty.

Note finally that, besides being already in an EDE poverty gap form, the S-Gini index of poverty also has the property of being a poverty gap index. Indeed, by (5.5), we have that

$$P(z; \rho) = \int_0^1 g(p; z) \omega(p; \rho) dp. \quad (5.10)$$

**5.2 Group-decomposable poverty indices**

Much of the early literature on the construction of poverty indices focussed on whether indices were decomposable across population subgroups. This has led to the identification of a subgroup of poverty
indices known as the "class of decomposable poverty indices". These indices have the property of being expressible as a weighted sum (more generally, as a separable function) of the same poverty indices assessed across population subgroups. They most commonly include the FGT and the Chakravarty classes of indices as well as the Watts index.

Let the population be divided into $K$ mutually exclusive population subgroups, where $\phi(k)$ is the share of the population found in subgroup $k$. For the FGT indices, we then have that:

$$P(z; \alpha) = \sum_{k}^{K} \phi(k) P(k; z; \alpha)$$  \hspace{1cm} (5.11)

where $P(k; z; \alpha)$ is the FGT poverty index of subgroup $k$. The Watts and Chakravarty indices are expressible as a sum of the poverty indices of each subgroup in exactly the same way as for the FGT indices in (5.11).

E: 18.6

To illustrate the practical implications of the group-decomposition property, consider the following two-group ($K = 2$) example. Let the first group contain 40% of the total population, and let poverty in group 1 be 0.8 and that of group 2 be 0.4. Poverty in the total population is then a simple weighted mean of group poverty, and is immediately computable as $0.4 \cdot 0.8 + 0.6 \cdot 0.4 = 0.56$. Estimates of total poverty in a population can then be constructed in a decentralized manner, first by estimating poverty within communities or regions, and then by averaging over these decentralized estimates, without there being a need for all of the micro data to be regrouped in one single register.

Subgroup decomposability also implies that an income improvement in one of the subgroups will necessarily improve aggregate poverty if the incomes in the other groups have not changed. It will also mean that the optimal design of social safety nets and benefit targeting within any given group can be assessed independently of the income distribution in the other groups: only the distributive characteristics of the relevant group matter for the exercise. If targeting succeeds in decreasing poverty at a local level, then it must also succeed at the aggregate level.

Subgroup decomposability is therefore useful, although it is certainly not imperative for poverty analysis. In particular, it is not because an index facilitates poverty profiling and targeting analysis that this index is necessarily ethically fine. Ease of computation and ethical soundness are also two different an potentially conflicting criteria. Among other things, imposing the decomposability and additivity property can mean sacrificing some important ethical features in the aggregation of poverty. In that context, Ravallion (1994) notes that when measuring poverty "one possible objection to additivity is that it attaches no weight to one aspect of a poverty profile: the inequality between subgroups in the extent of poverty". This can be an important flaw if for instance between-group relative deprivation is considered ethically significant.

5.3 Poverty and inequality

Expressing poverty indices in the form of EDE poverty gaps enables the decomposition of poverty as a sum of average poverty and inequality in poverty. Let $\xi^g(z)$ be the EDE poverty gap and $\xi^e(z)$ be the cost of inequality in poverty gaps. We then have:
\[ \Xi^g(z) \equiv \xi^g(z) - \mu^g(z), \quad (5.12) \]

or, alternatively,
\[ \xi^g(z) \equiv \Xi^g(z) + \mu^g(z). \quad (5.13) \]

For instance, for the popular FGT indices, we have that the cost of inequality in poverty gaps is given by:
\[ \Xi^g(z; \alpha) = \xi^g(z; \alpha) - \mu^g(z). \quad (5.14) \]

When \( \alpha = 1 \), we have that the socially representative poverty gap \( \xi^g(z) \) is just the average poverty gap \( \mu^g(z) \); inequality in poverty gaps is thus not taken into account in assessing poverty. The poverty cost of inequality is then nil. Since \( \mu^g(z) \) is insensitive to \( \alpha \), and since \( \xi^g(z; \alpha) \) is increasing in \( \alpha \), it follows that \( \Xi^g(z; \alpha) \) is also increasing in \( \alpha \); the larger the value of \( \alpha \), the larger the impact of inequality on the level of aggregate poverty. This can be checked on Figure 5.3. We can thus interpret \( \alpha \) as a parameter of inequality aversion in measuring poverty. For \( 0 < \alpha < 1 \), we have that \( \xi^g(z; \alpha) < \mu^g(z) \), and inequality in poverty is then deemed to reduce poverty: \( \Xi^g(z; \alpha) < 0 \). Ceteris paribus, we then have that the greater the level of inequality, the lower the socially representative level of poverty. For \( \alpha > 1 \), we have that \( \Xi^g(z; \alpha) > 0 \) and inequality has therefore a positive poverty cost.

A similar decomposition can be done using (5.1) and the EDE level of censored income. The EDE poverty gap corresponding to that approach is defined as
\[ z - \xi^*(z; \rho, \epsilon) = z - \mu^*(z)(1 - I^*(z; \rho, \epsilon)) = \mu^g(z) + \Xi^*(z; \rho, \epsilon), \quad (5.15) \]

where \( \Xi^*(z; \rho, \epsilon) = \mu^*(z) \cdot I^*(z; \rho, \epsilon) \) is the cost of inequality in censored income and where \( I^*(z; \rho, \epsilon) \) is the index of inequality in censored income.

5.4 Poverty curves

It is often informative to portray the whole distribution of poverty gaps on a simple graph, in a way which shows both the incidence and the inequality of income deprivation. Particularly useful is the poverty gap curve, which plots \( g(p; z) \) as a function of \( p \) — see again Figure 5.3. The curve naturally decreases with the rank \( p \) in the population, and reaches zero at the value of \( p \) equal to the headcount. The integral under the curve gives the average poverty gap, and its steepness indicates the degree of inequality in the distribution of poverty gaps.

Another percentile-based curve that is graphically informative and that is useful for the measurement and comparison of poverty is the Cumulative Poverty Gap (CPG) curve (also sometimes referred to as the inverse Generalized Lorenz curve, the "TIP" curve, or the poverty profile curve). The CPG curve cumulates the poverty gaps of the bottom \( p \) proportion of the population. It is defined as:
\[ G(p; z) = \int_0^p g(q; z) dq. \quad (5.16) \]
A CPG curve is drawn on Figure 5.4. The slope of \( G(p; z) \) at a given value of \( p \) shows the poverty gap \( g(p; z) \). Since \( g(p; z) \) is non-negative, \( G(p; z) \) is non-decreasing. \( G(p = 1; z) \) equals the average poverty gap \( \mu^0(z) \). The percentile at which \( G(p; z) \) becomes horizontal (where \( g(p; z) \) becomes zero) yields the poverty headcount. Furthermore, since the higher his rank \( p \) in the population, the richer is an individual, and therefore the lower is his poverty gap, \( G(p; z) \) is therefore concave in \( p \). Because of this, the CPG curve exhibits
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for poverty analysis the same descriptive interest as the Lorenz and Generalized Lorenz curves for the analysis of inequality and social welfare. The distance of \( G(p; z) \) from the line of perfect equality of poverty gaps (namely, the line 0B in Figure 5.4) shows the inequality of poverty gaps among the total population. The distance of \( G(p; z) \) from the line of perfect equality of poverty gaps among the poor (namely, the line 0A in Figure 5.4) displays the inequality of poverty gaps among the poor. Finally, the concavity of \( G(p; z) \) is inversely related to the density of poverty gaps at \( p \).

### 5.5 S-Gini poverty indices

When weighted by \( \kappa(p; \rho) \), the area underneath the CPG curve generates the class of S-Gini poverty indices:

\[
P(z; \rho) = \int_0^1 G(p; z)\kappa(p; \rho)dp. \tag{5.17}
\]

Recall that \( \kappa(p; \rho) = \rho(\rho-1) (1-p)^{\rho-2} \cdot P(z; \rho = 1) \) thus equals the average poverty gap, \( \mu^0(z) \), \( P(z; \rho = 2) \) is the poverty index that is analogous to the standard Gini index of inequality, and the well-known Sen index of poverty is given by:

\[
\frac{P(z; \rho = 2)}{F(z) \cdot z}. \tag{5.18}
\]

An interesting feature of the \( P(z; \rho) \) indices is their link with absolute and relative deprivation. Let absolute deprivation, \( AD(z) \), be given by the average shortfall from the poverty line, that is, by \( \mu^0(z) \). Recalling (4.25) and (4.26), we can define relative deprivation in censored income at percentile \( p \) as:

\[
\delta^*(p; z) = \int_p^1 (Q^*(q; z) - Q^*(p; z))dq. \tag{5.19}
\]

Average relative deprivation across the whole population is then:

\[
RD(z; \rho) = \int_0^1 \delta^*(p; z)\kappa(p; \rho)dp. \tag{5.20}
\]

It is then possible to show that:

\[
P(z; \rho) = AD(z) + RD(z; \rho). \tag{5.21}
\]

The larger the value of \( \rho \), the larger is relative deprivation, \( RD(z; \rho) \), and the larger are \( P(z; \rho) \) and the
contribution of relative deprivation and inequality to poverty. This provides an alternative link between inequality and poverty.
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9 DAD: Poverty|S-Gini Index.

5.6 Normalizing poverty indices

Most of the poverty indices discussed above have initially been introduced in the literature in a normalized form, that is, by dividing censored income and poverty gaps by the poverty line. The FGT indices, for instance, are generally expressed as:

\[
\bar{P}(z; \alpha) = z^{-\alpha} \int_0^1 (g(y; z))^{\alpha} \, dp
\]

(see (5.6)). Normalizing poverty indices will make no substantial difference and little expositional difference for poverty analysis when the distributions of income being compared have identical poverty lines. This will typically be the case, for instance, when incomes are expressed in real (or constant) values, and when the focus is on absolute poverty with constant real poverty lines. Normalizing poverty indices by the poverty line will

- make the EDE poverty gap lie between 0 and 1,
- make poverty indices insensitive to and independent of the monetary units (e.g., dollars or cents) used in assessing income, and
- make the indices invariant to an equi-proportionate change in all incomes and in the poverty line.

Normalizing poverty indices is particularly useful if the poverty lines serve as price indices, and thus used to enable comparisons of nominal income across time and space (recall that price indices are used to convert nominal incomes into base-year real incomes).

Normalized poverty indices are usually referred to as "relative poverty indices"; changing all incomes and the poverty line by the same proportion will not affect the value of relative poverty indices. FGT and other poverty gap indices that are not normalized are often called "absolute" poverty indices; it can be checked that equal absolute additions to all incomes and to the poverty line will not affect their value. Increasing all incomes and the poverty line by the same proportion will, however, increase the value of such absolute poverty indices.

When poverty lines are different across distributions, and when their ratio across time or space cannot be interpreted simply as a ratio of price indices, the normalization of poverty indices by these poverty lines can, however, be problematic, and is surely open to debate. This is the case, for instance, when we are interested in comparing the absolute shortfalls of "real" income from a "real" poverty line, when these real poverty lines vary across populations.

---
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or population subgroups. Examples can arise, inter alia, in comparing the poverty of families of different sizes and composition, or in comparing poverty across distributions with different social or cultural bases for the definition of a poverty line.
To see this more clearly, consider the following example in which all incomes and poverty lines are expressed in real terms (namely, they have been adjusted for differences in the cost of living, and they are therefore comparable). In country A, the poverty line is $1,000, and a poor person i has an income of $500. Because, say, of cultural and/or sociological differences (these differences may exist across time or space), the poverty line in country B is larger and is equal to $2,000, and a poor person j in it has an income equal to $1,100. Who of i and j is poorer? If we adopt the relative view to building poverty indices, i will be considered the poorer since as a proportion of the respective poverty lines he is farther away from it than j. If, instead, absolute poverty indices are used, j will be deemed the poorer since his absolute poverty gap ($900) is by far larger than that of i ($500). Which of these two views should prevail is then open to debate.

5.7 Decomposing poverty

5.7.1 Growth-redistribution decompositions

It is often useful to determine whether it is mean-income growth or changes in the relative income shares accruing to different parts of the population that are responsible for the evolution of poverty across time. Investigating this can also help assess whether these two factors, mean-income changes and inequality changes, work in the same or in opposite directions when it comes to the behavior of aggregate poverty. Similarly, we may wish to assess whether differences in poverty across countries or regions are due to differences in inequality or to differences in mean levels of income.

There are several ways to do this. To illustrate them, assume that we wish to compare distributions A and B to determine if it is the difference in their mean income ("growth") or the difference in their income inequality ("redistribution") that accounts for their difference in poverty. The common feature of all existing growth-redistribution decomposition procedures is

1 first, to scale the two distributions A and B such that they have the same mean, and interpret the difference in poverty across these two scaled distributions as the impact on poverty of their difference in inequality;

2 and second, to interpret the difference in poverty between one of the distributions (say, A) and that same distribution scaled to the mean income of the other distribution (B) as the impact on poverty of their difference in mean income.

Starting from this, the precise growth-redistribution decomposition procedures that are chosen differ by the solution they apply to a basic problem known generally in the national-accounts literature as the "index problem". Specifically here, should we scale A to the mean of B, or B to the mean of A, to assess the impact of differences in inequality? And, in estimating the impact of differences in mean incomes, should we compare A with A-scaled-to-the-mean-of-B, or B with B-scaled-to-the-mean-of-A?

The first paper that implemented a growth-redistribution decomposition of poverty differences (Datt and Ravallion 1992) used the initial distribution as a reference "anchor point". To see how, it is easiest to use the normalized FGT indices $\overline{P}(z; a)$ defined in (5.6), although the growth-redistribution decomposition methodologies can be used with any relative poverty indices, additive or not. The change in poverty between A and B is expressed as a sum of a "growth" (difference in mean income) effect and of a "redistributive" (difference in relative income shares) effect, plus an error term that originates from the above-mentioned index problem. This gives
\[
\bar{P}_B (z; \alpha) - \bar{P}_A (z; \alpha) \\
= \left( \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) - \bar{P}_A (z; \alpha) \right) \\
+ \text{growth effect} \\
+ \left( \bar{P}_B \left( \frac{z\mu_B}{\mu_A}; \alpha \right) - \bar{P}_A (z; \alpha) \right) \\
+ \text{redistribution effect} \\
+ \text{error term.}
\]

The first expression in the first term on the left of (5.23), \( \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) \), is poverty in \( A \) after \( A \)'s incomes have been scaled by \( \mu_B / \mu_A \) to yield a distribution with mean \( \mu_B \) and inequality unchanged. \( \left( \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) - \bar{P}_A (z; \alpha) \right) \) is thus the difference between two distributions with the same relative income shares but with (possibly) different mean incomes. When \( \mu_B > \mu_A \), this growth term is negative — this simply says that growth reduces poverty. The first expression in the second term, \( \bar{P}_B \left( \frac{z\mu_B}{\mu_A}; \alpha \right) \), is poverty in \( B \) after \( B \)'s incomes have been scaled by \( \mu_A / \mu_B \) to yield a distribution with mean \( \mu_A \). \( \left( \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) - \bar{P}_A (z; \alpha) \right) \) is thus the difference between two distributions with identical mean incomes but with (possibly) different inequality. When the Lorenz curve for \( B \) is everywhere above the Lorenz curve for \( A \), this redistribution term is necessarily negative when \( \alpha \geq 1 \), but it can also be positive when \( \alpha < 1 \).

The error term in (5.23) can be expressed as:
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\[
\bar{P}_B (z; \alpha) + \bar{P}_A (z; \alpha) - \bar{P}_B \left( \frac{z\mu_B}{\mu_A}; \alpha \right) - \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right). \tag{5.24}
\]

This error term can be shown to be either the difference between the growth effect measured using \( B \) as a reference distribution and that using \( A \) as the reference distribution,

\[
\bar{P}_B (z; \alpha) - \bar{P}_B \left( \frac{z\mu_B}{\mu_A}; \alpha \right) - \left( \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) - \bar{P}_A (z; \alpha) \right), \tag{5.25}
\]

or the difference between the redistribution effect measured using \( B \) as the reference distribution and the redistribution effect using \( A \) as the reference distribution,

\[
\bar{P}_B (z; \alpha) - \bar{P}_A \left( \frac{z\mu_A}{\mu_B}; \alpha \right) - \left( \bar{P}_B \left( \frac{z\mu_B}{\mu_A}; \alpha \right) - \bar{P}_A (z; \alpha) \right). \tag{5.26}
\]

An alternative decomposition uses the posterior distribution \( B \) as the reference distribution for assessing the growth and redistribution effects. This yields:
Clearly, a middle way between these two alternative decomposition procedures is to measure the
growth effect as the average of the two growth effects, in (5.23) and (5.27), and likewise to measure
the redistribution effect as the average of the two redistribution effects. Proceeding this way has the
advantage of eliminating the error term in the poverty decomposition, since the error terms of each of
the two alternative decompositions sum to zero. This middle way is in fact what would be given by
the use of the Shapley value to perform a growth- redistribution decomposition — see the Appendix
4.7 for more details on the Shapley value. This leads to the following growth- redistribution
decomposition:12

\[
\begin{align*}
\bar{P}_B (z; \alpha) - \bar{P}_A (z; \alpha) &= \left( \bar{P}_B (z; \alpha) - \bar{P}_B \left( \frac{z_{\mu_B}}{\mu_A}; \alpha \right) \right) + \left( \bar{P}_B \left( \frac{z_{\mu_A}}{\mu_B}; \alpha \right) - \bar{P}_A (z; \alpha) \right) \\
&= \left( \bar{P}_A \left( \frac{z_{\mu_A}}{\mu_B}; \alpha \right) - \bar{P}_B (z; \alpha) \right) + \left( \bar{P}_B \left( \frac{z_{\mu_B}}{\mu_A}; \alpha \right) - \bar{P}_A (z; \alpha) \right).
\end{align*}
\]

(5.28)

5.7.2 Demographic and sectoral decomposition of differences in FGT indices

Equation (5.11) shows how poverty can be expressed as a sum of the poverty contributions of the
various subgroups that make a population. Each subgroup contributes in proportion to its share in the
population and to the level of poverty found in that subgroup. Hence, we may wish to express changes
in poverty across time or space as a function of differences in these factors. More precisely, we want
to see whether differences in poverty across distributions can be attributed to differences in
demographic or sectoral composition across these distributions, or to differences in poverty across
these demographic or sectoral groups. We may express this as follows:13

\[
\begin{align*}
\bar{P}_B (z; \alpha) - \bar{P}_A (z; \alpha) &= \sum_k \phi_A (k) (\bar{P}_B (k; z; \alpha) - \bar{P}_A (k; z; \alpha)) \\
+ \sum_k \bar{P}_A (k; z; \alpha) (\phi_B (k) - \phi_A (k)) \\
&+ \sum_k (\bar{P}_B (k; z; \alpha) - \bar{P}_A (k; z; \alpha) (\phi_B (k) - \phi_A (k))).
\end{align*}
\]

(5.29)

Note that the decomposition in (5.29) suffers from the same index number problem as the earlier one
in (5.23). For example, one could prefer to use \( \phi_B (k) \) instead of \( \phi_A (k) \) to compute the within-group
poverty effects. It may
also seem more convenient to weight the within-group poverty effects by the average population shares, and to weight the demographic and sectoral effects by the average poverty index. This yields:

$$\bar{P}_D (z; \alpha) - \bar{P}_A (z; \alpha) = \sum_k \phi(k) \left( \bar{P}_B (k; z; \alpha) - \bar{P}_A (k; z; \alpha) \right)$$

within-group poverty effects

$$+ \sum_k \bar{P}(k; z; \alpha) (\phi_B (k) - \phi_A (k)),$$

demographic or sectoral effects

(5.30)

where \( \phi(k) = 0.5 (\phi_A (k) + \phi_B (k)) \) and \( \bar{P}(k; z; \alpha) = 0.5 (\bar{P}_A (k; z; \alpha) + \bar{P}_B (k; z; \alpha)) \). Note from (5.30) that this decomposition procedure removes the error term. Depending on the context, the decomposition in (5.30) could serve to show, for instance, how variations in the size and in the poverty of various sectors of the economy account for variations of total poverty across economies, how differences in the size and in the poverty of various demographic groups explain differences in total poverty across societies, how migration and differential poverty across regions account for changes in poverty across time, etc..

5.7.3 The impact of demographic changes

An alternative use of the decomposition in (5.11) computes the impact of a change in the proportion of the population that is found in a group \( k \), this change being accompanied by an exactly offsetting change in the proportion of the other groups. This may be useful, for instance, if one wishes to predict the impact of migration or demographic changes on national poverty, keeping out within-group poverty. Let the population share of a group \( t \), \( \phi(t) \), increase by a proportion \( \lambda \) to \( \phi(t)(1 + \lambda) \), with a proportional fall in the other groups' population share from \( \phi(k) \) to \( \phi(k) (1 - \phi(t) \lambda/(1 - \phi(t))) \). Note that the new population shares will add up to 1 since

$$\phi(t)(1 + \lambda) + \sum_{k \neq t} \phi(k) \left( 1 - \frac{\phi(t) \lambda}{1 - \phi(t)} \right) = \sum_k \phi(k) = 1.$$  

(5.31)

The net impact of this on poverty is then:

$$\Delta P(z; \alpha) = \left( P(t; z; \alpha) - \sum_{k \neq t} \frac{\phi(k)}{1 - \phi(t)} P(k; z; \alpha) \right) \phi(t) \lambda.$$  

(5.32)
Let this change be from \( \phi(t) \) to \( \phi(t) + \lambda \), with a corresponding fall in the other groups' population share that is proportional to their initial share (a fall from \( \phi(k) \) to \( \phi(k) (1 - \lambda/(1 - \phi(t))) \)). The resulting change in poverty is analogously given as

\[
\Delta P(z; \alpha) = \left( P(t; z; \alpha) - \sum_{k \neq t} \frac{\phi(k)}{1 - \phi(t)} P(k; z; \alpha) \right) \lambda. \tag{5.33}
\]

Note that the only difference between (5.31) and (5.32) comes from the size in the increase in \( \phi(t) \), which is \( \phi(t) \lambda \) in (5.31) and \( \lambda \) in (5.32).

### 5.7.4 Decomposing poverty by income components

Let \( C \) income components add up to total income \( X(p) \), with \( X(p) = \sum_{c=1}^{C} \overline{X}_{(c)}(p) \), and \( \overline{X}_{(c)}(p) \) being the expected value of income component \( c \) at rank \( p \) in the distribution of total income. \( \overline{X}_{(c)}(p) \) can be, for instance, agricultural or capital income, or the income of those living in some geographic area, or some type of expenditure that enters total expenditure \( X \).

We may wish to know by what amount total poverty is reduced by the presence of an income component. Clearly, we would expect those components with a large mean \( \mu_{X(c)} \) to be more effective in helping to alleviate total poverty. But we must also take into account the distribution of \( \overline{X}_{(c)}(p) \). Suppose for instance that urban capital income is larger than rural capital income, but that poverty is low in urban areas because urban labor income is large there. Then, it is unclear whether relatively high capital income in urban areas is more effective at alleviating poverty than the relatively low capital income in rural areas, where poverty is more concentrated.

The contribution of an income component \( c \) to poverty alleviation can be given by the fall in poverty after \( \overline{X}_{(c)}(p) \) is added to initial income. But this fall depends on what this initial income is. Does it include some of the other income components? This path-dependency difficulty can again be circumvented by the use of the Shapley value. We start by assuming maximum poverty, that is, poverty when total income is nil for everyone. Then we estimate the contribution of component \( c \) to poverty alleviation as the expected value of its marginal contribution when it is added to anyone of the various subsets of income components that one can choose from the set of all the components.

---
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When a component is missing from that set for an individual, we assume that its value is 0.

### 5.8 References


The empirical links between growth, poverty and inequality have also often been analyzed in recent years. Studies on whether growth is beneficial to the poor, both absolutely and relatively speaking, include Bigsten and Shimeles (2003) (for Ethiopian evidence), Datt and Ravallion (2002) (for a survey of the Indian evidence), Dollar and Kraay (2002) (for an influential study of the experience of 42 countries over 4 decades), Essama Nssah (1997) (for Madagascar evidence), Ravallion and Chen (1997) (where growth is found to decrease inequality as often as it increases it), Ravallion (2001) (where a warning against the use of cross-country regressions is made), and Ravallion and Datt (2002) (for differential evidence across Indian states). De Janvry and Sadoulet (2000), Deininger and Squire (1998) and Ravallion (1998a) also apply causal tests to determine whether inequality favors or impedes growth. See also Ravallion and Chen (2003) and Tsui (1996) for the use of the average poverty gap and the Watts index as indices of whether growth is beneficial to the poor.
Figure 5.2: The relative contribution of the poor to FGT indices

Figure 5.3: Socially-representative poverty gaps for the FGT indices
Chapter 6
ESTIMATING POVERTY LINES

Three major issues arise in the estimation and in the use of poverty lines. First, we must define the space in which well-being is to be measured. As discussed in Chapter 1, this can be the space of utility, incomes, "basic needs", functionings, or capabilities. Second, we must determine whether we are interested in an absolute or in a relative poverty line in the space considered. Third, we must choose whether it is by someone's "capacity to function" or by someone's "actual functioning" that we will judge if that person is poor. We consider first the issue of the choice between an absolute and a relative poverty line.

6.1 Absolute and relative poverty lines

An absolute poverty line can be interpreted as fixed in any one of the spaces in which we wish to assess well-being. Conversely, a relative poverty line would depend on the distribution of well-being (including the utilities, living standards, functionings or capabilities) found in a society and would therefore vary across societies. Considerable controversy exists on whether absoluteness or relativity is a better property for a poverty threshold. Most analysts would probably agree that a poverty threshold defined in the space of functionings and capabilities should be absolute (but even on this there is no unanimity). An absolute threshold in these spaces would, however, generally imply relativity of the corresponding thresholds in the space of the commodities and in the level of basic needs required to achieve these functionings.

There are two main reasons for this. First, the relative prices and the availability of commodities depend on the distribution of incomes. For instance, as a society initially develops, rising numbers of people need to travel to work and to trade, without first being able to afford the costs of private transportation. Because of increasing returns to scale in the provision of public transportation, the affordability and accessibility of public transportation usually also first increases during that development stage. As societies become richer on average, however, their citizens start making increasing use of private forms of transportation, a phenomenon which causes a fall in the supply and availability of public transportation, leading to an increase in its relative price. This makes the capacity to travel (arguably an important capacity) more or less costly, depending on the state of
economic development.

Second, not to be deprived of some capability may require the absence of relative deprivation in the space of some commodities. In support of this, there is Adam Smith's famous statement that the commodities needed to go without shame (an oft-mentioned basic functioning) can be to some extent relative to the distribution of such commodities in a society:

By necessaries I understand not only the commodities which are indispensably necessary for the support of life, but whatever the custom of the country renders it indecent for creditable people, even of the lowest order, to be without. A linen shirt, for example, is, strictly speaking, not a necessary of life. The Greeks and Romans lived, I suppose, very comfortably though they had no linen. But in the present times, through the greater part of Europe, a creditable day-laborer would be ashamed to appear in public without a linen shirt, the want of which would be supposed to denote that disgraceful degree of poverty which, it is presumed, nobody can well fall into without extreme bad conduct. Custom, in the same manner, has rendered leather shoes a necessary of life in England. The poorest creditable person of either sex would be ashamed to appear in public without them. In Scotland, custom has rendered them a necessary of life to the lowest order of men; but not to the same order of women, who may, without any discredit, walk about barefooted. In France they are necessaries neither to men nor to women, the lowest rank of both sexes appearing there publicly, without any discredit, sometimes in wooden shoes, and sometimes barefooted. Under necessaries, therefore, I comprehend not only those things which nature, but those things which the established rules of decency have rendered necessary to the lowest rank of people. (Smith 1776, Book 5, Chapter 2)

Sen (1985), reinforces this by distinguishing clearly the two dimensions of capabilities and commodities:

I would like to say that poverty is an absolute notion in the space of capabilities but very often it will take a relative form in the space of commodities and characteristics (Sen 1985, p.335).

This view is in fact also consistent with the World Bank's influential definition of poverty, which says that poverty is the inability to attain a minimal standard of living (World Bank 1990). This minimal standard consists of

of nutrition and other basic necessities and a further amount that varies from country to country, reflecting the cost of participating in the everyday life of society. (World Bank 1990, p. 26)

This has led some writers (particularly in developed countries) to conclude that attempts to preserve some degree of absoluteness in the space of commodities are untenable:

In summary, it does not seem possible to develop an approach to poverty measurement which is linked to absolute standards. While some analysts are uneasy with relativist concepts of poverty on the grounds that they are difficult to comprehend and can be seen as somewhat arbitrary and open to manipulation, no real practical alternative to relativist concepts exists. (Saunders 1994, p. 227)

6.2 Social exclusion and relative deprivation

Complete relativity of the poverty line in the space of commodities would nevertheless draw poverty analysis very close to the analysis of social exclusion (as exemplified by Rodgers, Gore, and Figueiredo 1995 at the International Labor Organization) and relative deprivation (as propounded for instance by Townsend 1979). Social exclusion entails "the drawing of inappropriate group distinctions between free and equal individuals which deny access to or participation in exchange or interaction" (Silver 1994, p.557). This includes participation in property, earnings, public goods, and in the prevailing consumption level (Silver 1994, p.541). Relative deprivation focuses on the inability to enjoy living standards and activities that are ordinarily observed in a society. Townsend (1979)
defines it as a situation in which

Individuals, families and groups in the population (...) lack the resources to obtain the types of
diet, participate in the activities and have the living conditions and amenities which are customary
or at least widely encouraged or approved, in the society to which they belong, (p.30)

Equating absolute deprivation in the space of capabilities with relative deprivation in the space of
commodities can, however, be a source of confusion in poverty comparisons. First, it tends to blur the
operational and conceptual distinction between poverty and inequality. Second, it can hinder the
identification of "core" or absolute poverty in any of the spaces. The identification of core poverty is,
indeed, probably the most important input into the design of public policy in developing countries.
Third, although the ethical appeal of Sen's capability approach has variously been invoked to justify
the use of an entirely relative poverty line in the space of commodities, Sen himself does not accept
this:

Indeed, there is an irreducible core of absolute deprivation in our idea of poverty, which translates
reports of starvation, malnutrition and visible hardship into a diagnosis of poverty without having
to ascertain first the relative picture. Thus the approach of relative deprivation supplements rather
than supplants the analysis of poverty in terms of absolute dispossession (Sen 1981, p. 17)).

Furthermore,

(...) considerations of relative deprivation are relevant in specifying the 'basic' needs, but attempts
to make relative deprivation the sole basis of such specification is doomed to failure since there is

Given the measurement difficulties involved in estimating relative poverty lines that correspond to
absolute poverty lines in the space of functionings and capabilities, analysts often find most
transparent to use the space of living standards as the space in which to define an absolute threshold.
If this is done, however, it must subsequently be admitted that the procedure will imply a set of
thresholds in the space of functionings and capabilities that depend at least partly on the conditions of
the society in which an individual lives. Indeed, for a given absolute level of living standard in the
space of commodities, an individual's capabilities are generally relative, that is, they depend on his
social and economic environment, at least for functionings such as shamelessness and participation in
the life of the community.

6.3 Estimating absolute poverty lines

Methodologies for the estimation of poverty lines have been most developed in the context of the
fulfillment of basic physiological needs. Although such methodologies have often been set in a
welfarist framework, they also matter for the basic needs, functioning or capability approaches since
these approaches are also concerned with basic physiological achievements. These methodologies
have recently been most often applied to developing country contexts.

6.3.1 Cost of basic needs

The estimation of the "cost of basic needs" (CBN) usually involves two steps. First, an estimation is
made of the minimal food expenditures that are necessary for living in good health; we will denote
this by $z_F$. Second, an analogous estimate of the required non-food expenditures, $Z_{NF}$, is computed
and added to $z_F$ to yield a total poverty line, $Z_T$. We consider now in some detail each of these two
steps.

6.3.2 Cost of food needs
The first step in the computation of a global poverty line is usually to estimate a food poverty line. The determination of a food poverty line generally proceeds by asking what amount of food expenditures is required to achieve some minimal required level of food-energy intake (or nutrient intake, such as proteins, vitamins, fat, or minerals. Early examples of the application of this approach include Rowntree (1901) and Orshansky (1965). A basket of food commodities is designed or estimated by "food specialists" such as to provide those minimally required levels of food-energy intake. The cost of that basket yields the food poverty line \( z_F \).

To illustrate how this exercise can be carried out in practice, consider Figure 6.1, which plots consumption \( x_1(p) \) and \( x_2(p) \) of two goods, goods 1 and 2, over a range of percentiles \( p \). For simplicity, Figure 6.1 supposes that good 1 is "income-inelastic" (\( x_1(p) \) is constant) but that the consumption of good 2 increases with the rank in the distribution of income (it is income elastic). The idea then is to select a combination of \( x_1(p) \) and \( x_2(p) \) that provides a given level of minimal calorie intake. For the purposes of this illustration, assume that this minimum energy intake is 3000 calories per day, and that 1 unit of good 1 and 2 provides 2000 and 1000 calories each respectively. Also assume that each unit of good 1 and 2 costs \( q \)$.

The cheapest way to achieve the minimum calorie intake would be to consume only of good 1, since good 1 is the most calorie-efficient (we can think of good 1 as "cereals" and good 2 as "meat"). Indeed, each calorie provided by the consumption of good 1 costs \( q/2000 \), whereas each calorie provided by the consumption of good 2 costs twice as much, that is, \( q/1000 \). 1.5 units of good 1 (1.5 units *2000 calories/unit =3000 calories) would then be required for the minimal energy intake to be met, and \( z_F \) would then equal \( 1.5q \$ \).

This, however, would suppose a food commodity basket that no individual in Figure 6.1 would be observed to consume. Even at the very bottom of the distribution of income, individuals consume indeed at least some of good 2 at the expense of a diminished consumption of the more calorie-efficient good 1. We should presumably take this information into account if we wished to respect at least to some extent the cultural and culinary preferences of those whose well-being we aim to evaluate. This raises the obvious question of which preferences we should consider. Note that the preferred ratio of good 2 over good 1 increases continuously with \( p \) in Figure 6.1. For convenience, denote that ratio by \( \rho(p) = x_2(p)/x_1(p) \). Simple algebra then shows that the cost of attaining the minimum calorie intake is given by \( z_F(p) = 3q(1 + \rho(p))/(2 + \rho(p)) \), where \( z_F(p) \) indicates that \( z_F \) depends on the rank \( p \) of those whose preferences we use to build the commodity basket and to compute the food poverty line.

Figure 6.1 plots \( z_F(p) \) and shows that it is not neutral to the choice of \( p \). Using the preferences of the poorest, we obtain \( z_F(p = 0) = 1.8q \$ \), but if we use the preferences of the median population, we get \( z_F(p = 0.5) = 2.1q \$ \). This is in fact just one example of a more general standard observation in the literature on poverty lines that the choice of reference parameters matters for the estimation of poverty lines. In Figure 6.1, the farther are the preferences \( \rho(p) \) from the most calorie-efficient choice, the more costly is the estimated food poverty line \( z_F(p) \). Arguably, the preferences \( \rho(p) \) should be those of the individuals that are close to the total poverty line, but this is a (partly) circular argument since \( \rho(p) \) is itself a determinant of that total poverty line. In practice, an arbitrary value of \( p \) is often chosen, reflecting some a priori belief on the position of those at the edge of the total poverty line. A more common (though arguably less commendable) procedure is to compute and
use an average value of \( \frac{x_2(p)}{x_1(p)} \) over a range of \( p \), such as the bottom 25% or 50% individuals of a population.

Even if we were to agree on the position \( p \) at which we wish to observe preferences such as \( \rho(p) \), there still remains the awkward fact that preferences will often vary significantly even at this given value of \( p \). Said differently, there are in practice many different actual consumption patterns for a group of "typical poor". One solution is simply to ignore these differences and estimate the typical poor's average consumption patterns. Following this line of argument, consumption expenditures on various food items are regressed against income and the estimated parameters of these regressions are then used to predict the consumption patterns of the "typical poor". These regressions have often been parametric — assuming for instance that expenditures on cereals and meat are globally quadratic or log-linear in total expenditures. It is unlikely, however, that such parametric forms fit appropriately at all income levels, low and high alike. A better statistical procedure would probably be to regress consumption expenditures non parametrically on total expenditures, which would allow for a better fit of the preferences of those around the "typical poor".

An additionally important issue then is whether variations in culinary tastes and food habits across socio-economic characteristics should be taken into account. If no account of such variations are taken, then we can choose as a reference group that group whose diet minimizes food cost while providing the minimum required level of food-energy intake. This would typically generate an unreasonably low level of expenditures for many other groups, with an implied dietary basket of food commodities that could again be very different from those they typically consume.

If, however, full account of diversity in culinary tastes were to be taken, a serious risk would exist of overestimating the poverty lines of those individuals and groups of individuals with a greater taste for expensive foods (e.g., of higher quality or better taste). This is commonly the case, for instance, for urban households, who customarily have more sophisticated culinary tastes than rural dwellers (for the same overall living standards), and have also greater access to a larger variety of imported and expensive foods. This procedure would then assign greater poverty lines to urban versus rural individuals. It would also mean that the utility equivalents of individual food poverty lines would depend on the peculiarities of the individuals' food preferences. This would generally lead to inconsistent comparisons of well-being across urban and rural inhabitants, and would exaggerate the degree of poverty in the urban as compared to the rural areas.

We can illustrate this using Figure 6.2. Figure 6.2 shows baskets of two food commodities, \( x_1 \) and \( x_2 \),
with three food budget constraints of total food consumption equal to $Y_0$, $Y_1$, and $Y_2$ (these total budgets are expressed in units of $x_i$). Figure 6.2 also shows a "minimum calorie constraint", along which the total calories provided by the consumption of $x_1$ and $x_2$ equal the required minimum level of calorie intake. If no account whatsoever were taken of preferences, $Y_0$ would yield the food poverty line. But along the food budget constraint $Y_0$, there is only one point which meets the minimum calorie constraint (the point at which $x_1 = Y_0$ and $x_2 = 0$, and it is of course unlikely that individuals will choose a food basket to be precisely at that corner. An individual with preferences $U_0$ and budget $Y_0$, for instance, would not locate himself on the minimum calorie constraint. It is only with the more generous budget constraint $Y_1$ that this individual will consume the minimally required level of calorie intake, as shown on Figure 6.2.

But not all individuals will necessarily choose to be "calorie-sufficient" even with a total food budget of $Y_1$. Individuals with greater preferences — as in the case of $U_2$ — for the less-calorie efficient good $x_2$ will not choose a food basket on or above the minimum calorie constraint. Individual with preferences $U_2$ will instead need $Y_2$ to be calorie-sufficient. Yet, whether individuals with preferences $U_1$ and budget $Y_1$ are just as well off as individuals with preferences $U_2$ and budget $Y_2$ is debatable. Such would be the assumption, however, if we used two distinct poverty lines $Y_1$ and $Y_2$ for the two different tastes.

As mentioned above, such comparability assumptions are often implicitly made in practice when individuals living in different regions, rural or urban for instance, are assigned different poverty lines for reasons independent of differences in needs or prices. As illustrated in Figure 6.2, this supposes that an individual with "sophisticated" preferences (an urban dweller who has been accustomed to food variety) needs a higher budget to be as "well off" as an individual with less expensive preferences (a rural dweller who is content with eating basic food types). Probably more convincing, however, would be the view that $U_2$ with $Y_2$ in Figure 6.2 provides greater utility and well-being than $U_1$ with $Y_1$. Assigning different poverty lines $Y_1$ and $Y_2$ would then lead to inconsistent and biased poverty estimates.

Minimally required food expenditures can also be (and are often) adjusted for differences in climate, sex, or age, when such differences impact on needs rather than on tastes (as we discussed above). These expenditures can also be adjusted for variations in activity levels, although activity levels depend on the level of one's well-being, and thus on one's poverty status. Activity-level adjustments would thus generate a poverty line that evolves endogenously with the standard of living of individuals, a slightly awkward feature for comparing poverty.

6.3.3 Non-food poverty lines

The subsequent step is usually to estimate the non-food component of the total poverty line. The most popular method for doing this is simply to go
straight to an estimate of the total poverty line by dividing the food poverty line by the share of food in total expenditures. The intuition behind this is as follows. The larger the food share in total expenditures, the closer the food poverty line should be to the total poverty line. Therefore, the smaller should be the necessary adjustment to the food poverty line (the closer to 1 should be the denominator that divides the food poverty line). Indeed, dividing $Z_F$ by $Z_F/Z_T$ (the food share) gives $Z_T$. The problem of which food share to use is of course an important issue. It is a problem analogous to the one discussed above on what the food basket should be for computing a food poverty line. Popular practices vary, but often make use of:

A- the average food share of those whose total expenditures equal the food poverty line;

E: 18.4.5

B- the average food share of those whose food expenditures equal the food poverty line;

E: 18.4.3

C- the average food share of a bottom proportion of the population (e.g., the 25% or 50% poorest).

In addition to this, another popular method

D- adds to $Z_F$ the non-food expenditures of those whose total expenditures equal $Z_F$

E: 18.4.7

To see how methods A, B and D work and differ from each other, consider Figure 6.3. Figure 6.3 shows (predicted) total expenditures against various levels of food expenditures. The regression can be done parametrically, but a generally better approach would be to predict total expenditures using a non-parametric regression on food expenditures. On each of the two axes is shown the level of the (previously estimated) food poverty line $zF$. These two levels meet at the 45 degree line.

As indicated above, method A makes use of the average food share of those whose total expenditures equal the food poverty line. Total expenditures equal the food poverty line, $zF$, at point E on Figure 6.3. The food share at point E is given by the inverse of the slope of the line OE that goes from the
origin to point E. The total poverty line according to method A is therefore given by the height of a line OE that extends to just above a level of food expenditures $z_F$. This gives the vertical height of point A as the total poverty line according to method A.

Method B makes use of the average food share of those whose food expenditures equal the food poverty line. Those who consume $z_F$ in food are located at point B on Figure 6.3. Their food share is given by the inverse of the slope of the straight line that would extend from point O to point B. Hence, dividing $z_F$ by that food share brings us back to point B, which is therefore the total poverty line according to method B.

The total poverty line according to method B is more generous than that according to method A since the food share used for B is lower than that used for A. Indeed, method A focusses on the food share of a rather deprived population: those who, in total, only spend the food poverty line. Method B focusses on the food share of a less deprived population: those who, on food only, spend the food poverty line. Since food shares tend to decline with standards of living, method B's food share is usually lower than method A's.

Finally, method D considers the non-food expenditures of those whose total expenditures equal $z_F$. As for method A, these individuals are found at point E on Figure 6.3. Their non-food expenditures are given by the length of line EG on the Figure. Adding these non-food expenditures to $z_F$ yields a total poverty line given by the height of point D.

The choice of methods and food shares and the estimation of the non-food poverty lines is rather arbitrary, and the resulting estimate of the total poverty line will also be somewhat arbitrary. Moreover, and perhaps more worryingly, some of the estimates will also vary with the distribution of living standards, as in the case of method C where the food share is an average over a range of individuals. To avoid inconsistencies in poverty comparisons, it would therefore seem preferable to use the same food share across the distributions being compared, and to use methods that do not make estimates overly dependent on a particular distribution of living standards.

### 6.3.4 Food energy intake

A slightly different method for estimating poverty lines that is popular in the literature is the so-called Food-Energy-Intake (FEI) method. Estimates of observed calorie intakes are first computed and then graphed against observed (total or food) expenditures. The analyst then estimates the expenditures of those whose calorie intake is just at the minimum required for healthy subsistence. When these expenditures are on food, this provides a food poverty line, which can then be used as described above in Section 6.3.3 to provide an estimate of a global poverty line. When the expenditures are total expenditures, the FEI method provides a direct link between a minimum calorie intake and a total poverty line.

Figure 6.4 illustrates how this method works. The curve shows the level of expenditure (measured on the vertical axis) that is observed (on average) at

---

\(^2\)DAD: Distribution|Non-Parametric Regression.
a given level of calorie intake (shown on the horizontal axis). The curve is increasing and convex, since calorie intake is usually expected to increase at a diminishing rate with food or total expenditures. Above \( z_k \), the minimum calorie intake recommended for a healthy life, we read \( z \), the food or total poverty line according to the FEI method.

As just exposed, the FBI method may appear straightforward and simple to implement. A number of conceptual and measurement problems are hidden, however, behind this apparent simplicity. Note for instance that the line traced on Figure 6.4 is the expected link between expenditure and calorie intake; there is in real life a significant amount of variability around this line. How are we to interpret this variability? If it is due to measurement errors, then we may perhaps ignore it. If it is due to variability in preferences, then we may wish to model the calorie-intake-expenditure relationship separately for different groups of the population, as is often done in practice, for urban and rural areas for instance. As in the cost-of-basic-needs method, however, we then run the risk of estimating higher poverty lines for those groups that have more expensive or more sophisticated tastes for food. This would lead to inconsistent comparisons of well-being and poverty, as discussed in Section 6.3.2.

To compute expected expenditure (given the variability of actual observed spending) at a given calorie intake, we can estimate the parameters of a parametric regression linking expenditures to calorie intake. Again, the regression is often postulated to be log-linear or quadratic. This parametric specification supposes, however, that the functional relationship between expenditures and calorie intake is known by the analyst, up to some unknown parameter values. This is unlikely to be true everywhere, especially for those far from the level of calorie intake of interest (e.g., those at the lower and upper tails of the distribution of spending and calorie intake). In such cases, the parametric procedure will make the estimated expenditure poverty line affected by the presence of "outliers" that are relatively far from the minimum level of calorie intake. This procedure will then generate a biased estimator of the "true" poverty line. A more flexible and arguably better approach would be to estimate the link between expenditures and calorie intake non parametrically.

### 6.3.5 Illustration for Cameroon

To see whether differences in some of the methodologies described above can matter, consider the case of 1996 Cameroon. Table 6.1 shows the result of estimating food, non-food and total poverty lines for the whole of Cameroon and for each of its 6 regions separately. Note that the figures are in Francs CFA adjusted for price differences, with Yaoundé being the reference region. The food poverty line was estimated using the FEI method at 2400 calories per day per adult equivalent. A non-parametric regression using \( DAD \) was performed for the whole of Cameroon and separately for each of the 6 regions. The lower non-food poverty line was obtained (non parametrically) using method D in section 6.3.3, and the upper non-food poverty line using method B. Again, the relevant regressions were carried out for the whole of Cameroon and separately for each of its 6 regions.

As can be seen, the link between calorie intake and food expenditures varies systematically across regions. Expected food expenditure at 2400 calories per day is significantly higher in urban areas (Yaoundé, Douala and Other cities) than in the rural ones. In Douala, for instance, a household would need 408 Francs CFA per day per adult equivalent to reach an intake of 2400 calories per day. In the Highlands, no more than 170 Francs CFA would on average be needed. The link between food and total expenditures also varies across Cameroon's regions. Combined with the different estimates for the food poverty lines, this leads to very significant variations across regions in the total poverty lines. Using method D, a lower total poverty line of 589 Francs CFA is obtained for Douala, but that same poverty line is only 235 Francs CFA for the Highlands. Note also that the choice of method B vs method D has a very significant impact on the estimate of the total poverty line. For the whole of Cameroon, the lower and the upper total poverty lines are respectively 373 and 534 Francs CFA, a difference of 43%.

Unsurprisingly, these large differences across regions and across methods have a large impact on national poverty estimates and on regional poverty comparisons. This is illustrated in Table 6.2.
which shows the proportion of individuals underneath various poverty lines for various indicators of well-being. "Calorie poverty" (first line) is relatively constant across Cameroon. In the whole of Cameroon, 68.1% of the population was observed to consume less than 2400 calories per day per adult equivalent. This proportion varies between 59.9% (for Other cities) and 86.5% (for Forests) across regions. Roughly the same limited variability and the same poverty rankings appear when food poverty is estimated using for each region its own food poverty line (third line). However, when a common food poverty line is used to assess food poverty in each region (second line), national poverty stays roughly unchanged at around 69% but urban regions now appear significantly less poor than the rural ones. For instance, the poverty headcount in Douala (42.0%) is now only half that of the Highlands (82.5%).

The rest of Table 6.2 confirms these lessons. When a common poverty line is used to compare the regions, rural areas are significantly poorer than urban ones. When region-specific poverty lines are used, these differences are much reduced, and the regional rankings are often even reversed. For example, using a common lower total poverty line (fourth line), the Highlands have a head-count ratio more than three times that of the urban regions. When regional lower total poverty lines are used instead, the Highlands become prominently the least poor of all regions. Setting common as opposed to regional poverty lines can thus have a crucial impact on poverty rankings and the setting of subsequent poverty alleviation policies. The choice of a lower as against an upper total poverty line also makes a difference. For the whole of Cameroon, the proportion of the Cameroonian population in poverty increases from 43.9% to 68.0% when we move from a common lower total poverty line (fourth line) to a common upper total poverty line (sixth line). Clearly, this changes significantly one's understanding of the incidence of poverty in Cameroon.

These results also implicitly warn that the choice of well-being indicators is not neutral to the identification of the poor. In our context, this is because the correlation between calorie intake, food expenditure and total expenditure is imperfect. Table 6.3 indicates, for example, that in bidimensional poverty analyses using any two of these three indicators of well-being, around 20% to 25% of the population is characterized as poor in one dimension but non poor in the other. In the first part of 6.3, we note for instance that 11.2% of the population would be judged poor in terms of calorie intake but not poor in terms of food expenditure. Conversely, 9.6% of the population would be deemed non poor in terms of calorie intake but poor in terms of food expenditure. These proportions are slightly higher for the other bidimensional poverty analyses, which compare food with total expenditure poverty, and calorie with total expenditure poverty, respectively.

6.4 Estimating relative and subjective poverty lines

6.4.1 Relative poverty lines

There are two other popular methodologies for the estimation of poverty lines. The first deals with purely relative poverty lines, which, as we saw above, can be useful to determine the commodities needed for "living without shame" and for participating in the "prevailing consumption level". A relative poverty line is typically set as a somewhat arbitrary proportion of the mean or of some income quantile (often the median). Clearly, such a poverty line will vary with the central tendency of the income distribution, and will not be the same in constant terms across space and time. One possibly awkward feature of the use of a relative poverty line approach is that a policy which raises the income of all, but proportionately more those of the rich, will increase poverty, although the absolute incomes of the poor have risen. Conversely, a natural catastrophe which hurts absolutely everyone will decrease poverty if the rich are proportionately the most hurt.

Another possibly awkward feature of the use of relative poverty lines is that an improvement in the
absolute incomes of some of the poor, with no change

\footnote{DAD: Poverty\textregistered FGT Index.}

Table 6.1: Estimated poverty lines in Cameroon according to different methods (Frances CFA/day/adult equivalent), for the whole of Cameroon and separately for its 6 regions

<table>
<thead>
<tr>
<th></th>
<th>FEI food poverty line</th>
<th>Lower non-food poverty line</th>
<th>Lower total CBN poverty line</th>
<th>Upper non-food poverty line</th>
<th>Upper total CBN poverty line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cameroon</td>
<td>256</td>
<td>117</td>
<td>373</td>
<td>278</td>
<td>534</td>
</tr>
<tr>
<td>Yaoundé</td>
<td>337</td>
<td>143</td>
<td>480</td>
<td>412</td>
<td>749</td>
</tr>
<tr>
<td>Douala</td>
<td>408</td>
<td>181</td>
<td>589</td>
<td>588</td>
<td>995</td>
</tr>
<tr>
<td>Other cities</td>
<td>347</td>
<td>152</td>
<td>499</td>
<td>385</td>
<td>732</td>
</tr>
<tr>
<td>Forests</td>
<td>259</td>
<td>134</td>
<td>393</td>
<td>214</td>
<td>473</td>
</tr>
<tr>
<td>Highlands</td>
<td>170</td>
<td>65</td>
<td>235</td>
<td>186</td>
<td>357</td>
</tr>
<tr>
<td>Savana</td>
<td>204</td>
<td>78</td>
<td>282</td>
<td>190</td>
<td>394</td>
</tr>
</tbody>
</table>

Table 6.2: Headcount according to alternative measurement methods and for different regions in Cameroon (% of the population)

<table>
<thead>
<tr>
<th></th>
<th>Yaoundé</th>
<th>Douala</th>
<th>Other cities</th>
<th>Forests</th>
<th>Highlands</th>
<th>Savana</th>
<th>Cameroon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calorie poverty using common calorie poverty line</td>
<td>73.4</td>
<td>67.3</td>
<td>59.9</td>
<td>86.5</td>
<td>64.6</td>
<td>61.1</td>
<td>68.1</td>
</tr>
<tr>
<td>Food poverty using common food poverty line</td>
<td>53.1</td>
<td>42</td>
<td>44.5</td>
<td>82.5</td>
<td>82.5</td>
<td>74</td>
<td>69.5</td>
</tr>
<tr>
<td>Food poverty using regional food poverty lines</td>
<td>67.9</td>
<td>67.5</td>
<td>63.2</td>
<td>82.5</td>
<td>61.1</td>
<td>61.2</td>
<td>66.4</td>
</tr>
<tr>
<td>Total expenditure poverty using common lower CBN poverty line</td>
<td>19.2</td>
<td>16.5</td>
<td>16</td>
<td>57.7</td>
<td>58.7</td>
<td>49</td>
<td>43.9</td>
</tr>
<tr>
<td>Total expenditure poverty using regional lower CBN poverty line</td>
<td>34.7</td>
<td>38.1</td>
<td>31.8</td>
<td>62.6</td>
<td>19</td>
<td>29.7</td>
<td>33.9</td>
</tr>
<tr>
<td>Total expenditure poverty using common upper CBN poverty line</td>
<td>41.6</td>
<td>33.4</td>
<td>36.5</td>
<td>83.8</td>
<td>81.1</td>
<td>78.7</td>
<td>68</td>
</tr>
<tr>
<td>Total expenditure poverty using</td>
<td>59.6</td>
<td>59</td>
<td>58.8</td>
<td>78.1</td>
<td>53.1</td>
<td>55.8</td>
<td>60.1</td>
</tr>
</tbody>
</table>

http://www.idrc.ca/openebooks/229-5/
in the incomes of the others, may in fact increase poverty. To see why, let $\eta$ and $\varsigma$ be small positive values and let an income distribution be defined as $Q(p) + \eta(p)$, with

$$\eta(p) = \begin{cases} \eta, & \text{if } p \in [p_0 - \varsigma, p_0 + \varsigma] \\ 0, & \text{otherwise} \end{cases}$$

(6.1)

and with $\eta$ set initially to 0. Choose $z = \lambda \mu$. The un-normalized FGT index is then given by

$$P(z; \alpha) = \int_0^1 (\lambda \mu - Q(p) + \eta(p))^{\alpha} d\eta.$$  

(6.2)

Note that $\frac{\partial \mu}{\partial \eta}|_{\eta=0} = 2\varsigma > 0$, which also says that the relative poverty line $\lambda \mu$ increases with an increase in $\varsigma$. We may then check how increases in $\eta$ affect overall poverty, for a small $\varsigma$. For the headcount index, we find

$$\lim_{\varsigma \to 0} \left( \frac{\partial P(\lambda \mu; \alpha = 0)}{\partial \eta} \right)_{\eta=0} = 2\varsigma = \lambda \cdot f(\lambda \mu) > 0,$$

(6.3)

which says that the headcount necessarily increases whenever someone's income increases, regardless of whether that person is poor or rich. When $\alpha > 0$,

$$\lim_{\varsigma \to 0} \left( \frac{\partial P(\lambda \mu; \alpha > 0)}{\partial \eta} \right)_{\eta=0} = \alpha \left[ \lambda P(\lambda \mu; \alpha - 1) - (\lambda \mu - Q(p_0))^{\alpha-1} \right].$$

(6.4)

The term $A$ on the right-hand side of (6.4) is positive; an increase in incomes increases the relative
poverty line and thus tends to increase poverty. When \( p_0 > - F(\lambda \mu) \), the increase in income is beneficial to the rich: the term \( B \) is then nil, and poverty then necessarily increases with \( \eta \). When \( p0 < F(\lambda \mu) \), the increase in income benefits some of those below the poverty line, and this increase in their absolute living standards explains why the term \( B \) is then negative. Whether it is sufficiently negative to offset the positive term \( A \) depends 1) on how far below the poverty line these poor are, and 2) on the value of the ethical parameter \( \alpha \). Hence, even with \( \alpha > 0 \), relative poverty may increase when growth is beneficial to the poor.\(^4\)

**6.4.3 Subjective poverty lines**

An alternative poverty line methodology relies on subjective information on the link between living standards and well-being. One source of information comes from interviews on what is perceived to be a sound poverty line, using a question found for instance in Goedhart, Halberstadt, Kapteyn, and Van Praag (1977):

> We would like to know which net family income would, in your circumstances, be the absolute minimum for you. That is to say, that you would not be able to make both ends meet if you earned less. (p.510)

The answers are subsequently regressed on the incomes of the respondents. The subjective poverty line is given by the point at which the predicted answer to the minimum income question equals the income of the respondents. The basic intuition for this is that unless someone earns that poverty line, he will not truly know that it is indeed the appropriate minimum income needed to "make both ends meet".

This method is illustrated in some detail on **Figure 6.5**. Each point represents a separate answer to the above query, namely, the minimum income judged to be needed to make both ends meet as a function of the actual income of the respondents. The filled line shows the predicted response of individuals at a given level of income. For low income levels, this predicted minimum subjective income is well above the respondents' income. The predicted minimum subjective income increases with actual income, but not as fast as income itself. Those with below \( z^* \) answer that they need more than their own income. Those with income above \( z^* \) answer that they need on average less than their own income. At \( z^* \), which is also where the 45-degree line crosses the line of predicted minimum subjective income, that predicted minimum subjective income equals actual income. The subjective poverty line would therefore be estimated here as \( z^* \).

One difficulty with the subjective approach is the sensitivity of poverty line estimates to the formulation of the interview questions. Another problem comes from the considerable variability in the answers provided, even within groups of relatively socio-economically homogeneous respondents. The presence of this variability is apparent on **Figure 6.5** with points sometimes quite far away from the predicted response line. This variability has some awkward consequences. On **Figure 6.5**, for instance, an individual at point \( a \) is someone who would be judged poor according to the subjective income method since his income falls below \( z^* \). An individual at \( a \) feels, however, that his income exceeds the minimum income he feels to be needed (point \( a \) is to the right of the 45-degree line). He would therefore feel that he is not poor. Conversely, someone at point \( b \) feels that he is poor, since his reported minimum income exceeds his actual income, but he would be judged not to be poor by the subjective poverty line method.

\(^4\)DAD: Poverty\|FGT Index.
How, therefore, ought we to interpret this variability? Is it due to measurement errors? If so, then we may probably best ignore it. Is it rather that the link between living standards and true well-being varies systematically even within homogeneous groups of people? If so, then we might not want to use incomes or other direct or indirect indicators of well-being to classify the poor and the non poor. Instead, we should take individuals at their word on whether they declare themselves to be poor or not. But then, this would clearly raise important practical and incentive problems for the design and the implementation of public policy.

6.4.3 Subjective poverty lines with discrete information

An alternative approach to estimating subjective poverty lines is to ask respondents whether they feel that their income is below the poverty line, without directly asking what the value of that poverty line should be. Answers are coded 0 or 1 — according to whether respondents feel that they are poor or not — alongside the respondents' incomes. The estimate of the poverty line is that which best reconciles the distribution of those answers with that of the respondents' incomes.

This is illustrated in Figure 6.6. Each "dot" is an observation of whether a respondent of a certain income level felt poor (1) or not (0). The working assumption is that respondents compare their income to a common subjective poverty line \( z^* \). \( z^* \) is unobserved and must be estimated. One estimation procedure for \( z^* \) would be to maximize the likelihood that the respondents' declarations of poverty status correspond to that which would be inferred by comparing \( z^* \) to their incomes. Said differently, the estimator of \( z^* \) would minimize the likelihood of observing observations within the ellipses of Figure 6.6. Not everyone with an income below \( z^* \) says that he is poor; conversely, not everyone above \( z^* \) says that he is not poor. These "classification errors" would be explained by measurement and/or misreporting errors. Hence, on Figure 6.6, there are "false poor" and "false rich", as shown within the ellipses at the bottom left and at the top right of the Figure. Again, this would run into difficulties if individual preference or need heterogeneity were the true explanation for the "classification errors".

6.5 References

The literature on the estimation of poverty lines is both significant and varied. Note that there is often a sharp distinction in tone and in content between those works which focus on poverty in less developed countries and those which address poverty in more developed economies.

Early reviews of the literature include Goedhart, Halberstadt, Kapteyn, and Van Praag (1977) and Hagenaaars and Van Praag (1985). An excellent and comprehensive recent review can be found in Ravallion (1998b) — this chapter has been much influenced by it. Greer and Thorbecke (1986) has been influential in establishing the FEI method of estimating a poverty line. A method based on "basic needs budget" is described in Renwick and Bergmann (1993). The differential effects for poverty measurement of choosing FEI vs CBN methods for estimating poverty lines can be found \textit{inter alia} in Ravallion and Bidani (1994) and in Wodon (1997a).


The consequences and the issues that surround the choice between absolute and relative poverty lines are discussed in Blackburn (1998) (on the empirical sensitivity of poverty comparisons to that choice), de Vos and Zaidi (1998) (on whether poverty lines should be country specific), Foster (1998) and Zheng (1994) (on the consequences for the choice of poverty indices), and Fisher (1995) and Madden (2000) (on the empirical income elasticity of poverty lines).

Subjective methods for setting poverty lines are discussed and explored in de Vos and Garner (1991).
(for comparisons of results between the US and the Netherlands), Pradhan and Ravallion (2000) (on perceived consumption adequacy), Stanovnik (1992) (for an application to Slovenia), Van den Bosch, Callan, Estivill, Hausman, Jeandidier, Muffels, and Yfantopoulos (1993) (for a comparison across 7 European countries), Blanchflower and Oswald (2000) (for reported levels of happiness in Great Britain and in the US), and Ravallion and Lokshin (2002) (for perceptions of well-being in Russia).
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Figure 6.6: Estimating a subjective poverty line with discrete subjective information
Chapter 7
MEASURING PROGRESSIVITY AND VERTICAL EQUITY

As is well-known, the assessment of tax and transfer systems draws mainly on two fundamental principles: efficiency and equity. The former relates to the presence of distortions in the economic behavior of agents, while the latter focuses on distributive justice. Vertical equity as a principle of distributive justice is rarely questioned as such, although the extent to which it must be precisely weighted against efficiency is a matter of intense disagreement among policy analysts. A principle of redistributive justice which gathers even greater support is that of horizontal equity, the equal treatment of equals. The HE principle is often seen as a consequence of the fundamental moral principle of the equal worth of human beings, and as a corollary of the equal sacrifice theories of taxation. This chapter and the next cover in turn the measurement of each of these principles.

7.1 Taxes and transfers

Let $X$ and $N$ represent respectively gross and net incomes, and let $T$ be taxes net of transfers — the net tax for short. Gross income is pre-tax and/or pre-transfer income, and net income is post-tax and/or post-transfer income, that is, $N = X - T$. For expository simplicity, we assume in this chapter that gross incomes are exogenous. This is a common assumption in the literature on the measurement of the impact of taxes and transfers, although it can fail to capture the true impact of tax and transfer policies on well-being when these taxes and transfers are non-marginal.

We can expect a part of the net tax to be a function of the value of gross income $X$. Otherwise, taxes would be lump sum and orthogonal to gross income. We denote this deterministic part by $T(X)$. For several reasons, we also expect $T$ to be stochastically linked to $X$. In real life, taxes and transfers depend on a number of variables other than gross incomes, such as family...
size and composition, age, sex, area of residence, sources of income, type of consumption and savings behavior, and the ability to avoid taxes or claim transfers. Thus, we can think of $T$ as being a stochastic function of $X$, with

$$T = T(X) + \nu,$$  \hspace{1cm} (7.1)

where $\nu$ is a stochastic tax determinant.

We denote by $F_{X,N}(. , .)$ the joint cumulative distribution function (cdf) of gross and net incomes. Let $Q_X(p), Q_N(p)$ and $Q_T(p)$ be the $p$-quantile functions for gross incomes, net incomes and net taxes, respectively. Let $F_{N|X,X}(. , .)$ be the cdf of $N$ conditional on gross income being equal to $x$. The $q$-quantile function for net incomes conditional on a $p$-quantile value for gross incomes is then technically defined as $Q_N(q|p) = \inf\{s \geq o|F_{N|X,X}(s) \geq q\}$ for $q \in [0, 1]$, assuming that net incomes are non-negative. $Q_N(q|p)$ thus gives the net income of the individual whose net income rank is $q$ among all those with gross income equal to $Q_X(p)$.

The expected net income of those with $Q_X(p)$ is then given by

$$\bar{N}(p) = \int_0^1 Q_N(q|p) dq,$$  \hspace{1cm} (7.2)

and the expected net tax of those with $Q_X(p)$ is obtained as

$$\bar{T}(p) = Q_X(p) - \bar{N}(p).$$  \hspace{1cm} (7.3)

### 7.2 Concentration curves

An important descriptive and normative tool for capturing the impact of tax and transfer policies is the concentration curve. As we will see, concentration curves can help capture the horizontal and vertical equity of existing tax and transfer systems. They can also serve to predict the impact of reforms to these systems.
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The concentration curve for $T$ is:

$$C_T(p) = \frac{\int_0^p \bar{T}(q) dq}{\mu_T}$$  \hspace{1cm} (7.4)

where $\mu_T = \int_0^1 Q_T(p) dp = \mu_X - \mu_N$ is average taxes across the population. $C_T(p)$ shows the proportion of total taxes paid by the $p$ bottom proportion of the population.

In practice, concentration curves are usually estimated by ordering a finite number $n$ of sample observations $(X_1, N_1),\ldots, (X_n, N_n)$ in increasing values.

---
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of gross incomes, such that \( X_1 \leq X_2 \leq \ldots \leq X_n \), with percentiles \( p_i = i/n \), \( i = 1, \ldots, n \) and with \( T_i = X_i - N_i \).
For \( i = 1, \ldots, n \), the sample (or "empirical") concentration curve for taxes \((T_i = X_i - N_i)\) is then defined as

\[
C_T(p = i/n) = \frac{1}{n\mu_T} \sum_{j=1}^{i} T_j. \tag{7.5}
\]

As for the empirical Lorenz curves, other values of \( C_T(p) \) can be estimated by interpolation.

The concentration curve \( C_N(p) \) for net incomes is analogously defined as

\[
C_N(p) = \frac{\int_0^p \frac{1}{\mu_N} N(q) \, dq}{\mu_N} \tag{7.6}
\]

and typically estimated as

\[
C_N(p = i/n) = \frac{1}{n\mu_N} \sum_{j=1}^{i} N_j, \tag{7.7}
\]

where the \( N_j \) have been ordered in increasing values of the associated gross incomes \( X_j \). Note that \( C_N(p) \) is different from the Lorenz curve of net incomes, \( L_N(p) \), which is defined as:

\[
L_N(p) = \frac{\int_0^p \frac{1}{\mu_N} N(q) \, dq}{\mu_N}. \tag{7.8}
\]

Empirically, the Lorenz curve for net income is typically estimated as

\[
L_N(p = i/n) = \frac{1}{n\mu_N} \sum_{j=1}^{i} N_j, \tag{7.9}
\]

but where the observations have been re-ordered in increasing values of net incomes, with \( N_1 \leq N_2 \leq \ldots \leq N_n \). Thus, \( C_N(p) \) sums up the expected value of net incomes up to gross income percentile \( p \). \( L_N(p) \) however, sums up net incomes up to a net income percentile \( p \).

Denote as \( t \) the average tax as a proportion of average gross income, with \( t = \mu_T/\mu_X \). When \( \neq 0 \), we can show that

\[
C_N(p) - L_X(p) = \frac{t}{1 - t} [L_X(p) - C_T(p)]. \tag{7.10}
\]

For a positive \( t \), this indicates that the more concentrated are the taxes among the poor (the smaller the difference \( L_X(p) - C_T(p) \)) the less concentrated among the poor will net incomes be. The reverse is true for transfers (negative \( t \)): the more concentrated they are among the poor, the more concentrated net income is among the poor. This link will prove useful later in defining indices of tax progressivity.
7.3 Concentration indices

As for the Lorenz curves and the S-Gini indices of inequality introduced earlier, we can aggregate the distance between \( p \) and the concentration curves \( C(p) \) to obtain summary indices of concentration. These indices of concentration are useful to compute aggregate indices of progressivity and vertical equity. More generally, they can also serve to decompose the inequality in total income or total consumption into a sum of the concentration of the components of that total income or consumption, such as different sources of income (different types of earnings, interests, dividends, capital gains, taxes, transfers, etc.) or different types of consumption (of food, clothing, housing, etc.).

To define indices of concentration, we can simply weight the distance \( p - C(p) \) by an ethical weight \( \kappa(P) \), of which a popular form is again given by \( \kappa(p; p) \) in equation (4.8). This gives the following class of S-Gini indices of concentration, \( IC(p) \):

\[
IC(p) = \int_0^1 (p - C(p))\kappa(p; p)\,dp. \tag{7.11}
\]

7.4 Decomposition of inequality into income components

7.4.1 Using concentration curves and indices

An S-Gini inequality index for a variable can easily be decomposed as a sum of the concentration indices of the component variables that add up to that variable. This can be useful, for instance, for decomposing total income inequality as a sum of concentration indices for the different sources of income (employment, capital, transfers, etc.), or total expenditure inequality as a sum of concentration indices for food and non-food expenditures, say. For example, let \( X_{(1)} \) and \( X_{(2)} \) be two types of expenditures, and let \( X = X_{(1)} + X_{(2)} \) be total consumption. Let \( C_{X_{(1)}}(p) \) and \( C_{X_{(2)}}(p) \) be the concentration curves of each of the two types of consumption (using \( X \) as the ordering variable). The concentration indices for \( X_{(c)} \), \( IC_{X_{(c)}}(p) \), \( c = 1, 2 \), are as follows:

\[
IC_{X_{(c)}}(p) = \int_0^1 (p - C_{X_{(c)}}(p))\kappa(p; p)\,dp. \tag{7.12}
\]

\(^3\)DAD: Redistribution\|Coefficient of Concentration.

Inequality in \( X \) can then be decomposed as a sum of the inequality in \( X_{(1)} \) and in \( X_{(2)} \). The Lorenz curve for total consumption is given by:

\[
L_X(p) = \frac{\mu_{X_{(1)}}C_{X_{(1)}}(p) + \mu_{X_{(2)}}C_{X_{(2)}}(p)}{\mu_X}, \tag{7.13}
\]

which is a simple weighted sum of the concentration curves for each of the two types of consumption. The index of inequality in total consumption is similarly a simple weighted sum of the concentration indices of each of the two types of consumption\(^4\).
For given $\mu_X(1)$ and $\mu_X(2)$, the higher the concentration indices $IC_X(1)(\rho)$ and $IC_X(2)(\rho)$, the larger the S-Gini index of inequality in total consumption. Moreover, the higher the share $\mu X_C/\mu X$ of the more highly concentrated expenditure, the higher the inequality in total expenditures $^5$.

E:18.8.32

One possible difficulty with the above is that a component which has the same value for all will be judged by the decompositions in (7.13) and (7.14) to have a zero contribution to total inequality. This is because $C_X(c)(p) = p$ for all $p$ and $IC_X(c) = 0$ if component $c$ is equally distributed across all individuals. It may be argued, however, that in such a case contribution $c$ should be seen as contributing negatively to total inequality. Being the same for all, component $c$ indeed decreases the inequality introduced by other components. One way to capture this is to rewrite the decompositions (7.13) and (7.14) in reference to $L_X(p)$ and $i_X(\rho)$. This gives:

$$\frac{\mu X(1)}{\mu X} \left(C_X(1)(p) - L_X(p)\right) + \frac{\mu X(2)}{\mu X} \left(C_X(2)(p) - L_X(p)\right) = 0 \quad (7.15)$$

and

$$\frac{\mu X(1)}{\mu X} \left(IC_X(1)(\rho) - I_X(\rho)\right) + \frac{\mu X(2)}{\mu X} \left(IC_X(2)(\rho) - I_X(\rho)\right) = 0 \quad (7.16)$$

The two terms on the left of each of these last two expressions give respectively the contributions of components 1 and 2 to the Lorenz curve and the inequality index of total expenditure $X$. Those conditions must sum to zero.

$^4$DAD: Decomposition|S-Gini: Decomposition by Sources.

$^5$DAD: Decomposition|S-Gini: Decomposition by Sources.

### 7.4.2 Using the Shapley value

An alternative approach uses the Shapley value to express inequality in total income as a sum of the contributions of inequality in individual income components. For expositional simplicity, assume again that there are only two income components, $X(1)$ and $X(2)$. Total inequality is then given by $I(X(1), X(2))$. Suppose that we replace the two income components $X(1)$ and $X(2)$ by their mean value $\mu X_1$ and $\mu X_2$, to yield $I(\mu X(1), \mu X(2))$. Clearly, inequality would be zero after such a substitution. Total inequality can then be expressed as:

$$I(X(1), X(2)) = I(X(1), X(2)) - I(\mu X(1), X(2)) + I(\mu X(1), X(2)).$$

(7.17)

http://www.idrc.ca/openebooks/229-5/
An estimate of the contribution of component 1 to total inequality would be given by the second line, and the third line would indicate the contribution of component 2. These estimated contributions are in general dependent upon the order in which the components are replaced by their mean value. The contribution of component 1 could for instance be estimated alternatively as $I(X(1), \mu x_2)$. To solve this order dependency problem, we can use the Shapley value to define the contribution of a component $c$ to total inequality as its expected contribution to inequality reduction when it is added randomly to anyone of the various subsets of components that one can choose from the set of all components. With two components, this gives $^6$

\begin{equation}
I(X(1), X(2)) = \\
0.5 \left\{ I(X(1), X(2)) - I(\mu x(1), \mu x(2)) + I(X(1), \mu x_2) \right\} \\
+ 0.5 \left\{ I(X(1), X(2)) - I(X(1), \mu x_3) + I(\mu x(1), X(2)) \right\}.
\end{equation}

\textbf{7.5 Progressivity comparisons}

\textbf{7.5.1 Deterministic tax and benefit systems}

Let us for a moment assume that the tax system is non-stochastic (or deterministic), namely, that $v$ equals a constant zero. Suppose also for now that this deterministic tax system does not rerank individuals, or equivalently that

\begin{equation}
T^{(1)}(X) \leq 1.
\end{equation}

Furthermore, denote the average rate of taxation at gross income $X$ by $t(X)$ with $t(X) = T(X)/X$. Assuming no reranking, a net tax $E:18.8.9$

(possibly including a transfer or subsidy) $T(X)$ is said to be

- locally progressive at $X = x$ if the average rate of taxation increases with $X$, that is, if $t^{(1)}(x) > 0$;
- locally proportional at $X = x$ if the average rate of taxation stays constant with $X$, that is, if $t^{(1)}(x) = 0$;
- and locally regressive at $X = x$ if the average rate of taxation decreases with $X$, that is, if $t^{(1)}(x) < 0$.

\textbf{E: 18.8.10}

There are two popular "local" measures to capture the change in taxes and net income as gross income increases. One is the elasticity of taxes with respect to $X$, also called Liability Progression, $LP(X)$:

\begin{itemize}
    \item $\text{Elasticity of taxes}$ with respect to $X$
    \item $\text{Liability Progression}$, $LP(X)$
\end{itemize}
LP(X) is simply the ratio of the marginal tax rate over the average tax rate at X. It is possible to show that a tax system is everywhere progressive (namely, \( t^{(1)}(X) > 0 \) everywhere) if \( LP(X) > 1 \) everywhere. The larger this measure at every X, the more concentrated among the richer are the taxes.

One problem with \( LP(X) \) is that it is not defined when \( T(X) = 0 \), and that it is awkward to interpret when a net tax is sometimes negative and sometimes positive across gross income. Another problem is that it is linked to the relative distribution of taxes, not with the relative distribution of the associated net incomes.

These problems are avoided by the use of a second local measure of progression, called Residual Progression (\( RP(X) \)), which is the elasticity of net income with respect to gross income:

\[
RP(X) = \frac{\partial(X - T(X))}{\partial X} \cdot \frac{X}{N} = \frac{1 - T^{(1)}(X)}{1 - t(X)}. \tag{7.20}
\]

Unlike \( LP(X) \), \( RP(X) \) is well defined and easily interpretable even when taxes are sometimes negative, positive or zero, so long as gross and net incomes are strictly positive. It is then possible to show that a tax system is everywhere progressive (again, this means that \( t^{(1)}(X) > 0 \))